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1T-transition metal dichalcogenides (TMDs) have been an exciting platform for exploring the
intertwinement of charge density waves and strong correlation phenomena. While the David star structure
has been conventionally considered as the underlying charge order in the literature, recent scanning
tunneling probe experiments on several monolayer 1T-TMD materials have motivated a new, alternative
structure, namely, the anion-centered David star structure. In this Letter, we show that this novel anion-
centered David star structure manifestly breaks inversion symmetry, resulting in flat bands with
pronounced Rashba spin-orbit couplings. These distinctive features unlock novel possibilities and
functionalities for 1T-TMDs, including the giant spin Hall effect, the emergence of Chern bands, and
spin liquid that spontaneously breaks crystalline rotational symmetry. Our findings establish promising
avenues for exploring emerging quantum phenomena of monolayer 1T-TMDs with this novel non-
centrosymmetric structure.

DOI: 10.1103/PhysRevLett.132.226401

1T-transition metal dichalcogenides (TMDs) have exhib-
ited a surprisingly diverse set of emergent quantum
phenomena, including ultrafast manipulations of electronic
states [1,2], superconductivity [3–7], Mott insulators [8–14],
topological insulators [6,15,16], and spin liquids [17–21]. At
the heart of all these remarkable phenomena, forming a very
particular charge density wave (CDW), known as the David
star (DS), is crucial, as it serves as the origin of strong
electronic correlation and geometric frustration in these
materials [8–12,22–25]. Indeed, several recent experiments
on samples with the DS CDW have shown the opening of
Mott gap and potential spin liquid behaviors [19–21,26].
These findings highlight the importance of the underlying
charge order in understanding their strong correlation
physics.
Scanning tunneling microscopes (STM) can probe the

detailed structures of the monolayer TMD materials. In
the DS CDW [Fig. 1(a)], three bright protrusions around
the DS center in the top chalcogenide layer are character-
istically observed [10,12], consistent with our density
functional theory (DFT) simulations (see Fig. S1 [27]).
However, several monolayer samples showed markedly
different patterns in recent STM studies [41–43]. These

experimental observations suggest the emergence of a new,
alternative CDW pattern in monolayer 1T-TMD materials.
In many CDW materials, it is well established that two or
more CDW patterns can closely compete and even appear
simultaneously [44–47]. Monolayer 1T-TMD may be no
exception to this. Our recent work puts forth an alternative
CDW structure for monolayer 1T-TMD [48], namely, the
anion-centered David star (ACDS) [Fig. 1(b)], whose
simulated STM images closely align with the previous
experimental data (see Fig. S1 [27]).
Building upon this recent progress, here we investigate

the electronic states and symmetry of theACDS structure for
a few representativematerials, namely, TaSe2, TaS2, NbSe2,
and NbS2. In this pursuit, we show that the ACDS structure
breaks the inversion symmetry, leading to flat bands with
pronounced spin-orbit couplings (SOCs). This distinctive
electronic state serves as the foundation for a myriad of
emerging quantum phenomena, including giant spin Hall
conductivity (SHC), interaction-enabled Chern bands, and
strain-engineered spin liquids with spontaneously broken
crystalline rotational symmetry. Our investigation provides
valuable insights into this novel noncentrosymmetric struc-
ture in monolayer 1T-TMD materials.
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Structure.—The conventional DS structure naturally
arises when the transition metal atoms contract toward
the cation (Nb or Ta) reference atoms [Fig. 1(a)]. However,
the ACDS structure arises from the contraction toward an
anion (S or Se) atom instead of cation atoms [Fig. 1(b)].
Similar to the DS structure, the ACDS structure’s unit cell
consists of 13 transitionmetal atoms and retains the compact
CDW cluster, thereby facilitating the generation of flat
bands. However, we find that, distinct from the DS, the
ACDS structure is noncentrosymmetric. More specifically,
unlike theDS structure [Fig. 1(c)], where the arrangement of
chalcogen atoms maintains inversion symmetry, the ACDS
exhibits different bonding network patterns in the top and
bottom chalcogenide layers [Fig. 1(d)]. This leads to the
explicitly broken inversion symmetry. We will show that
this broken inversion symmetry, which was unnoticed in our
previous work [48], is essential in understanding the
electronic states of the ACDS materials.
Notably, our DFT calculations show that the energy

difference between DS and ACDS structures is only several
meVper atom (see Table S1 [27]). Consequently, it is natural
to expect that ACDS is readily synthesized experimentally
under appropriate conditions. Indeed, we believe that
ACDS is already realized in several monolayer 1T-TMD
materials [41–43]. For example, in [41], the STM images
exhibit a single bright protrusion surrounded by six smaller
protrusions. This feature is inconsistent with the DS struc-
ture and better explained by theACDS. Similarly, theACDS
structure can account for several other STM images [42,43],
which we summarize in Fig. S1 [27].
Band structure.—The introduction of the ACDS in

1T-MX2 leads to an intriguing electronic band structure

with several notable features, as depicted in Figs. 2, 3, and
S2 [27]. First, one can observe the emergence of flat bands
within the CDW gap. The bandwidth of the flat bands is
around 80–120 meV, larger than those in the DS cases
(around 20 meV). Nonetheless, the flat band states in the
ACDS remain well localized in space [see Figs. S2(c) and
S2(d) [27] ] and are half filled. Furthermore, as apparent
from Fig. 2, due to the broken inversion symmetry, the flat
bands exhibit Rashba-type spin splitting.
Spin Hall conductivity.—An exceptional interplay of the

strong SOC and the large density of states of the flat bands in
the ACDS structure can give rise to the giant SHC. Because
of the dimensionality of the system and the nature of the
Rashba SOC, the sole nontrivial component of the SHC
tensor is σSzxy. For example, in TaS2 (Fig. 2), when the system
is gated to tune the Fermi level between the flat bands, the
estimated SHC of the monolayer can reach as high as
∼0.1ðe2=ℏÞ. When converted to values in 3D bulk [27], it
corresponds to ∼3 × 104ðℏ=eÞðΩmÞ−1, surpassing that of
the pristine TaS2, other TMD, and intrinsic spin Hall
materials [49–51]. Notably, this giant SHC comes along
with the energy splitting between the flat bands, which is
larger than the room temperature. The energy splitting
reaches as high as 40 meV near the band maximum points
and roughly 30 meVaround the saddlelike regions (Fig. 2),
enabling the effective operation of potential spin devices at
room temperature. Other ACDS TMDs exhibit similar
strengths of SHC as TaS2 (see Fig. S4 [27]).
DFT þ U calculation.—In the DS, the 5dz2 electron in

flat bands experiences substantial on-site Coulomb inter-
action of 1–2 eV, resulting in a Mott insulator [52,53].
Notably, the effective strength of the correlation U and
Mott characteristics can vary significantly, depending on
stacking [54–56], termination [53,57,58], substrates [19,41],
and strain [59].We expect that the same applies to the ACDS
structure, while the effect of the electronic correlation is
generally expected to be significant due to the presence of the

FIG. 2. SHC of ACDS 1T-TaS2. We present the band structure
and SHC of the ACDS structure in energy. In the band structure,
the color scheme represents the strength of the spin Hall Berry
curvature ΩSz

xy [27]. The shaded area represents the energy
window which is attributed to the flat bands.

FIG. 1. ACDS vs DS structures. (a) and (b) represent the
bonding networks of M atoms in the CDW states. Here, (a) is for
the DS, and (b) is for the ACDS. The blue circles represent theM
atoms. The arrows indicate the atomic displacement under the
formation of the corresponding CDW patterns. Similarly, (c) and
(d) represent the bonding networks of the top X layer (left) and
the bottom X layer (right). Here, (c) is for the DS and (d) for the
ACDS, respectively. The ACDS structure has distinct bonding
networks of X atoms between the top and bottom X layers,
leading to the broken inversion symmetry.
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flat bands. Hence, to comprehensively investigate diverse
experimental possibilities, we performed DFTþ U calcu-
lations for a wide range of U (Fig. 3).
In NbS2 and TaS2, where there are no states adjacent to

the flat band, we observe that the flat bands gradually split
in energy, leading to the formation of the lower and upper
Hubbard bands at the moderate strength of the correlation
U ≲ 1 eV [Figs. 3(a) and 3(c)]. This clearly manifests the
transition from a half-filled metal to a trivial Mott insulator.
On the other hand, TaSe2 and NbSe2 present distinct
possibilities due to the neighboring bands near the flat
bands. In TaSe2 [Fig. 3(b)], the hybridization of the flat
bands with neighboring states leads to a topological Mott
insulator with the first Chern number of 1 [27]. In NbSe2
[Fig. 3(d)], the flat bands remain relatively buried beneath
other bands, which allows the system to maintain its
metallic character. However, when U reaches the larger
values, U ≳ 2 eV, the flat bands in both TaSe2 and NbSe2
slowly start to develop a trivial energy gap between them.
This energy splitting between the flat bands subsequently
leads to the suppression of the density of states near the
Fermi level [27].
Remarkably, previous STM experiments [41–43], which

reported images consistent with the ACDS, have unveiled
the presence of substantial spectral gaps at the Fermi level.
While a more systematic investigation is desirable to fully
comprehend the nature of the observed gaps, these obser-
vations indicate the importance of electronic correlation
and possibly the emergence of Mott insulators in these half-
filled systems.
Spin model.—Motivated by our DFTþ U calculations

and spectral gaps observed in experiments [41–43], we

derive an effective spin model by expanding around the
deep Mott limit U ≫ maxft1; t2; t3; λRg (tk is the kth
neighbor hopping and λR is the Rashba SOC) [27]:

H ¼ J1
X

hi;ji
Si · Sj þ J2

X

⟪i;j⟫

Si · Sj þ J3
X

⟪hi;ji⟫
Si · Sj

þ
X

hi;ji
½Jkðrij · SiÞðrij · SjÞ −Drij · ðSi × SjÞ�: ð1Þ

The parameters in Eq. (1) are determined by the hopping
and SOC strengths, for example, J1 ¼ 4ðt21 − λ2RÞ=U. Their
explicit values can be found in [27]. The further neighbor
terms and higher-order corrections are typically orders of
magnitude smaller and, thus, ignored [27]. Si is the spin-
1=2 moment at site i, and hi; ji refers to nearest-neighbor
pairs. rij is the unit vector directed from the site i to the site
j. Similarly, ⟪i; j⟫ and ⟪hi; ji⟫ refer to second- and third-
neighbor pairs, respectively.
Magnetic phase diagram.—Using variational

Monte Carlo (VMC) [60–62] calculations and the
Luttinger-Tisza method [63,64], we draw the phase

diagram [Fig. 4(a)] of Eq. (1) in terms of fJ2=Jð0Þ1 ;

J3=J
ð0Þ
1 ; λR=t1g with Jð0Þ1 ¼ 4t21=U. This is a standard

approach in computing phase diagrams in spin
Hamiltonians; see, for example, [65]. We append some
details on calculation of the phase diagram in [27]. The
Rashba SOC λR controls the strength of both the Jk and D

terms. We normalize the parameters by setting Jð0Þ1 ¼ t1 ¼ 1

from here on.
For sufficiently large values of fλR; J2; J3g, classical

magnetic orders prevail. These orders are denoted as

FIG. 3. DFTþ U calculation of ACDS 1T-TMD. We depict the band structures for U ¼ 0, 0.8, 1, 2, and 3 eV (from left to right) for
(a) TaS2, (b) TaSe2, (c) NbS2, and (d) NbSe2, respectively.
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the 120°, stripe, ΓKI, ΓMI, and incommensurate spiral (IS)
orders in Fig. 4(a). Their real-space spin configurations
can be found in [27]. ΓKI, ΓMI, and IS are stripy,
coplanar magnetic orders whose ordering momentum vary
continuously with the parameters in Eq. (1). For example,
in the ΓKI order, the spins spiral along the momentum,
which lies between the Γ andK points in the Brillouin zone.
The appearance of these magnetic orders is consistent with
prior investigations of the J1J2J3 model [65,67–72], which
is closely related to Eq. (1).
Remarkably, our VMC simulation has identified the

emergence of a spin liquid for lower values of fJ2; J3g,
labeled as SL in Figs. 4(a) and 4(b). We employed projected
fermionic spinon wave functions [73] in the calculation to
construct the candidate spin liquid states [27]. Again, our
findings regarding the existence and location of the
spin liquid phase are in agreement with prior investiga-
tions of the J1J2J3 model [65,67–72]. Intriguingly, we
observed that introducing a small Rashba SOC λR=t1 ≲ 0.4
leads to an expansion of the spin liquid region in the phase
diagram.
It is noteworthy that NbS2 resides in close proximity to

the spin liquid in the phase diagram [Fig. 4(a)]. The
proximity of NbS2 to the spin liquid phase suggests a
tantalizing possibility of engineering a spin liquid state in
NbS2. Remarkably, under the influence of a small, isotropic
tensile strain≲1%, we predict that NbS2 undergoes a phase
transition and become the spin liquid. As the tensile strain
increases from 0% to 1%, the second and third neighbor
interactions fJ2; J3g decrease and the Rashba SOC
increases from λR ¼ 0.38 to λR ¼ 0.45 [27]. While the

increment of λR does cause a slight suppression of the
spin liquid region, the reduction of fJ2; J3g is fast enough
that NbS2 transits to a spin liquid near 0.75% strain. See
Fig. 4(b) for the trajectory of fJ2; J3g parameters of NbS2
under the strain, projected onto the λR ¼ 0.45 plane. We
also confirmed that the ACDS structure in NbS2 is stable
against the strain ≲1% [27]. The other TMD materials are
deep inside magnetically ordered phases [Fig. 4(a)].
Nature of spin liquid.—The strong SOC of the ACDS

significantly changes the characteristics of the spin liquid
state. Specifically, it destabilizes a fully symmetric spin
liquid state, leading to an alternative state with the broken
crystalline rotational symmetry.
In the absence of SOC, previous studies established

the emergence of a symmetric U(1) Dirac spin liquid,
which we refer as the U1B11 state [27], in the J1J2J3
model [65,68–72,74]. This state is characterized by two
Dirac spinons and artificial gauge photons, with each
Dirac cone exhibiting double degeneracy due to spin-
rotational symmetry [Fig. 4(e)]. We extended this U1B11
state to incorporate SOC and observed that it remains
energetically favored over other symmetric U(1) spin
liquids. The SOC, however, continuously deforms the
spinon band structure from doubly degenerate Dirac
cones [Fig. 4(e)] to nondegenerate quadratic band touch-
ings [Fig. 4(f)]. It is well known that quadratic band
touching is unstable against repulsive interactions, leading
to symmetry-broken states [75]. Guided by previous
literature on the instabilities of the quadratic band
touching [75–77], we additionally considered five
symmetry-broken descendants of the U1B11 state and

FIG. 4. Magnetic phase diagrams and spin liquids. (a) fJ2; J3; λRg and (b) fJ2; J3; λR ¼ 0.45g VMC phase diagrams in units of

Jð0Þ1 ¼ t1 ¼ 1. In (a), the locations of TaS2, TaSe2, and NbS2 are identified as black circles. In (b), NbS2 with the strain 0%, 0.25%,
0.5%, 0.75%, and 1% are marked as the black circles. (c) and (d) represent the calculated STM signals (in arbitrary units) of the fully
symmetric U1B11 state and nematic Dirac spin liquid, respectively. We followed [66] in calculating the STM signals of spin liquids [27].
The STM signal in (d) clearly breaks the crystalline rotational symmetry unlike (c). When calculating (c) and (d), we used the parameters
of NbS2 at 1% strain and tuned the voltage bias of STM to be right above the charge gap. We depict spinon band structures of (e) U1B11
spin liquid without SOC, (f) U1B11 state with SOC Eq. (1), and (g) nematic Dirac spin liquid.
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compared their energies within the VMC simulation [27].
Among the candidates, the U(1) nematic Dirac spin
liquid, a spin liquid with spontaneously broken crystalline
rotational symmetry, has the lowest energy than the
fully symmetry U1B11 state and other candidates. In
particular, strained NbS2 is in the nematic Dirac spin
liquid phase [Fig. 4(b)], whose broken rotational sym-
metry can be manifested in STM signals [Figs. 4(c) and
4(d)]. The corresponding real-space STM images can be
found in [27].
Conclusions.—We have demonstrated that ACDS TMDs

showcase a fascinating array of intriguing emergent quan-
tum phenomena, notably including giant spin Hall con-
ductivity, interaction-enabled topological Chern bands, and
strain-engineered nematic spin liquids. The pivotal factor in
understanding of these phenomena lies in the broken
inversion symmetry inherent to the ACDS structure,
resulting in flat bands with strong SOC.
Remarkably, these emergent quantum phenomena are

anticipated to manifest within the readily accessible
ACDS samples [41–43]. By juxtaposing the experimentally
probed density of states [41–43] with our DFTþ U
calculations, we could deduce the appropriate U values
for these ACDS samples, thereby unveiling their emergent
properties [27]. For instance, our analysis reveals that
ACDS TaS2 exhibits a U value of 2.8 eV, resulting in a
trivial Mott insulator characterized by ΓKI magnetic order.
Similarly, TaSe2 realizes a topological Mott insulator, while
NbSe2 demonstrates the giant SHC, and NbS2 exhibits a
nematic spin liquid [27]. These findings present a compel-
ling opportunity for further experimental exploration to
validate our theoretical predictions and shed light on the
intriguing physics of ACDS materials.
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