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The condensation of Rubisco holoenzymes and linker proteins into “pyrenoids,” a crucial supercharger
of photosynthesis in algae, is qualitatively understood in terms of “sticker-and-spacer” theory. We derive
semianalytical partition sums for small Rubisco-linker aggregates, which enable the calculation of both
dilute-phase titration curves and dimerization diagrams. By fitting the titration curves to surface plasmon
resonance and single-molecule fluorescence microscopy data, we extract the molecular properties needed
to predict dimerization diagrams. We use these to estimate typical concentrations for condensation, and
successfully compare these to microscopy observations.
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Biopolymer networks are ubiquitous in nature as
biomaterials such as silk [1,2] and artificial hydrogels [3],
and fulfil vital physiological roles intra- and extracellu-
larly [4,5], in particular as natural [6–10] and artificial [11]
(multicomponent [10,12,13]) biomolecular condensates.
Several emergent properties of self-assembly can be repro-
duced by models through interactions via linker molecules
across a biopolymer network, often proteins with high
levels of intrinsic disorder, which comprise “stickers”
interspersed by “spacers” [7]. The most crucial molecular
properties, the sticker binding affinity and the extensibility
of the spacers, are both typically unknown. Consequently,
the need for extensive simulation assays [14] imposes a
practical challenge to falsifying or advancing the theory. In
this Letter, we remedy this by deriving semianalytical
solutions that enable the full parametrization in the dilute
phase, as well as the computationally efficient calculation
of dimerization diagrams.
As a model system we focus on the “pyrenoid,” which

is a phase-separated organelle found in the photosynthetic
chloroplast of eukaryotic algae and some basal land
plants [15–17]. Across species, the supercharging of
photosynthesis relies on the crosslinking of the principal
CO2-fixing holoenzyme Rubisco (schematically repre-
sented by the cube in Fig. 1) by multivalent linkers,
whose binding motifs may bind to eight specific sites on

Rubisco [16,18]. Binding is reversible, as evidenced by
the liquidlike properties of the pyrenoid that were found
in vivo and in vitro by rapid internal mixing, fusion, and
fission [19,20]. The most widely studied species is the
model green alga Chlamydomonas reinhardtii, whose
linker protein essential pyrenoid component 1 (EPYC1)
has five “Rubisco binding motif” stickers [16,18] that
facilitate multiplicit binding [21].
In the following, we will derive semianalytical partition

sums for Rubisco monomers and dimers. We then use the
monomeric partition sum to calculate titration curves that
we fit to surface plasmon resonance (SPR) and single-
molecule fluorescence microscopy (Slimfield) data. This
yields quantitative values for the sticker binding energy ε
and the Kuhn length of the spacers, lK. We use these to
calculate dimerization diagrams using the dimeric partition
sum, and compare the theoretical predictions to microscopy
observations of droplet formation.

FIG. 1. Rubisco is parametrized using a cube with a space
diagonal of 13.4 nm and whose corners represent binding sites
(see SM). The permutations of linker binding are described using
integer partitions’ m, and the conformations using rotations α ¼
½α1;…; α6� and center-to-center distance r.
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Equilibrium self-assembly theory.—We model Rubisco
as a cubic patchy particle [22] with at each corner a site to
which stickers may bind with an energy ε. If stickers i and
j > iþ 1 bind to two sites at a distance z (see Fig. 1),
where stickers i < k < j are open, a strand of nij ¼Pj−1

k¼i nk monomers is stretched, with nk the number of
amino acids between stickers k − 1 and k (we fix nk ¼ 50
in this Letter). The force-extension characteristics of
intrinsically disordered proteins is known to be highly
complex due to local electrostatics and excluded-volume
interactions. Nevertheless, they are typically dominated by
the finite extensibility and by the chain entropy, which we
here capture for any n≡ nij strand using the freely jointed
chain model [23–27] (Supplementary Materials (SM)
Sec. S5A [33]),
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which describes the entropy of an extended random walk of
nb=lK Kuhn segments with a Kuhn length lK that exceeds
the step length b ¼ 0.36 nm of individual amino acids. The
Kuhn length is an apparent property in that it is affected by
our tacit assumption of a so-called theta solvent in which
random-walk statistics hold, while in a good solvent the
potential would be softened by self-avoiding walk statis-
tics, and which would be compensated by a smaller
apparent Kuhn length [28]. Based on other works on
polypeptides, we expect a value in the range of lK ¼
0.36 to 1.5 nm [1,29–31]. Finally, in Eq. (1) kBT is the
thermal energy, and γ a nonuniversal constant [27] that we
set to unity to ensure a positive entropic penalty for any
value for z.
To calculate titration curves and dimerization diagrams

we will require the partition sum of single-Rubisco com-

plexes, Zð1Þ ¼ P
N
M¼0 e

Mμ=kBTZð1Þ
M , and of dimeric ones

Zð2Þ ¼ P
2N−1
M¼1 eMμ=kBTZð2Þ

M , with μ the chemical potential
of the linkers. The indexM represents the number of bound
linker molecules, and may vary from 0 to the number of
sites N ¼ 8 for a Rubisco monomer, but from 1 to 2N − 1
for a dimer as at least one linker must be bound to a at least

two sites to dimerise two Rubiscos. The partition sum Zð1Þ
M

can be written (derivation in SM Sec. S5C [33]) as

Zð1Þ
M ¼ Zð1Þ

transZ
ð1Þ
rot

Xmin fN;MSg

B¼M

e−Bε=kBTZð1Þ
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with Zð1Þ
trans and Zð1Þ

rot the translation and rotational partition
sums, and with

Zð1Þ
M;B ¼

X

m∈PM;B

ψmΩ0
mhexpð−Gelas=kBTÞim; ð3Þ

for B bound stickers. We have introduced PM;B as the set of
“integer partitions” [32], m≡ ½m1; m2;…; mS�, whose
elements mb count the number of molecules that are bound
using b stickers. The set is constructed (SM Sec. S6A [33])
by finding all values for which

P
b mb ¼ M andP

b bmb ¼ B is obeyed. For each integer partition (for
S ¼ 5 there are 64 of them), the upper limit for the number
binding configurations is

Ω0
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which is damped by the factor ψm ≤ 1 to correct for
physically inaccessible states due to the overstretching of
spacer strands. The final factor in Eq. (3), hexpð−Gelas=
kBTÞim, is the ensemble averaged Boltzmann factor due to
the spacer entropy in Eq. (1). ψm and hexpð−Gelas=kBTÞim
are obtained through numerical sampling (SM Sec. S6A
[33]). Using these results, wewill calculate titration curves as

hMi ¼
P

N
M¼1MeMμ=kBTZð1Þ

M
P

N
M¼0 e

Mμ=kBTZð1Þ
M

: ð5Þ

To calculate dimerization diagrams, we use the identify
f=ð1 − fÞ ¼ Zð2Þ=Zð2Þ0 with f the fraction of dimers and
where Zð2Þ is calculated using

Zð2Þ
M ¼ π

λ3
e−Mε=kBT

Z
drr2fexðrÞQMðεÞ

fMðε;rÞ
1−fMðε;rÞ

; ð6Þ

which is the partition sum for dimericRubiscowithM bound
linkers (SM Sec. S5D [33]). The prefactor π=λ3 also appears

in the monomeric state Zð2Þ
M

0 described below, and does not
affect the fraction of dimers. For completeness, λ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2=2πmkBT

p
is the thermal wavelength, with h Planck’s

constant and m the mass of Rubisco. In Eq. (6) we have
integrated the rotational degrees of freedom of the dimer,
while the axial vibrations are captured by the integral
over the inter-Rubisco distance r. The internal vibrations
due to the rotations of the individual Rubiscos

are captured by the partition sums Zð1Þ
m that comprise

QM ¼ ðZð1Þ
transÞ−2

P
M
m¼0 Z

ð1Þ
m Zð1Þ

M−m. The latter,QM, describes
the configurations of binding M molecules to two
Rubisco holoenzymes without linking them into a
dimer. The partition sum of this monomeric state represents
only a fraction 1 − fMðε; rÞ of the total partition sum that
includes both monomeric and dimeric states. Thus,
QMðεÞfMðε; rÞ=ð1 − fMðε; rÞÞ represents the configura-
tional partition sum of the dimeric states, which we obtain
through simulations (SM Sec. S6C [33]) [37–41]. For short
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distances r, a fraction ð1 − fexÞ of the conformations is
unavailable due to the intersection of the Rubiscos. We
determine this factor numerically using the separating axis
theorem in SM Sec. S6B [33]. If r approaches the contour
length of the linker molecule, the integral converges to a
constant value, i.e., the integral converges within a finite
interval. To complete our calculation of the fraction of
dimers f (rather than fM), we calculate the monomeric
partition sum as

Zð2Þ
M

0 ¼ π

λ3
e−Mε=kBT

Z
dr r2fexðrÞQMðεÞ

¼ π

λ3
e−Mε=kBT ½V − Vex�QMðεÞ; ð7Þ

where V is the system volume and Vex ≡ R
dr r2ð1 −

fexðrÞÞ the excluded volume. Finally, to calculate dimeriza-
tion diagrams,we substituteV for the Rubisco concentration
c0R ¼ 2 × 1030=ðVNAÞ in units μM,withV in units nm3, and
with NA ¼ 6.02 × 1023 ðmol−1Þ Avogadro’s constant.
Titration of linkers to single Rubisco.—To experimentally

test the theory, we will parametrize the model using the
concentration-dependent number of bound molecules hMi
in Eq. (5) for various sequences, and compare predictions on
condensation against microscopy observations. For these
experiments, Rubisco was purified from C. reinhardtii [43],
and EPYC1 variants with differing sticker numbers [S ¼ 1,
2, 3, 4, 5, and green fluorescent protein (GFP) tagged
3-GFP, 5-GFP] were produced and purified from E. coli
(SM Sec. S1 [33]) [44]. The S ¼ 1 and S ¼ 2 variants were
used as analytes in SPR experiments in a buffer of 50 mM
Tris-HCl and 50 mM NaCl at pH 8 (SM Sec. S2 [33]), in
which Rubisco was immobilized on the chip surface and the
binding response was determined across titration curves for
each variant (Fig. 2). Variants of EPYC1 containing more
than two stickers (S > 2) give rise to spontaneous phase
separation of Rubisco at concentrations exceeding the
critical concentration (SM Fig. S2 [33]) and therefore could

not be used in SPR experiments due to their reliance on
equilibrium binding.
Before we discuss the curve fits to the data, we now first

focus on the titration curves for the S ¼ 3 and S ¼ 5 variants
that we have measured using Slimfield microscopy (SM
Sec. S4 [33]). Slimfield is a fluorescence microscopy
technique that tracks protein assemblies at millisecond
timescales in multiple colors and counts them with single-
molecule sensitivity [45]. Coupled to bespoke tracking
analysis [46], this technique examines and quantifies
molecular dynamics in vitro [47] and in vivo [48]. We use
this pipeline to identify and cotrack individual complexes
of labeled Rubisco and/or linker near a coverslip surface
without specific binding, at nanomolar concentrations
[Figs. 3(a)–3(c)]. For these experiments we used the
S ¼ 3, 3-GFP,5, and 5-GFP EPYC1 variants, as well as
Rubisco that was nonspecifically labeled with a fluorescent
Atto594 dye. Here, our estimate of hMi follows from the
expression hMi ¼ θhM½>0�i=ϕGFP, comprising two observ-
able factors: θ, the fraction of detected single-Rubisco foci
that are colocalized to linker foci, and hM½>0�i, the average
apparent stoichiometry of those colocalized linker foci, then
corrected for the visible molar fraction, ϕGFP, of linker GFP
in total linker [49–52].
Low concentrations of Rubisco-Atto594 were used to

ensure a dilute spatial distribution of isolated Rubisco foci

FIG. 2. The number of bound linkers, hMi, against their
concentration, cL, for various numbers of stickers, S. The
symbols are measured using SPR and Slimfield. The solid curves
correspond to the best fit to the S ¼ 1, 3, 5 data, and the dashed
green curve is the best fit to the S ¼ 2 data.

(a)

(e) (f)

(b) (c) (d)

Partial labeling

Partial labeling

FIG. 3. Quantitative binding of linker and Rubisco using Slim-
field. (a),(b) Rubisco-Atto594 is equilibrated with linker at mutual
concentrations insufficient for phase separation, and introduced to
a simple microscope chamber. (c) Slimfield reveals how assem-
blies of Rubisco (magenta, max projection) and/or linker GFP
(green) adsorb transiently and nonspecifically to the cover glass.
(d) Rapidmolecularmotion is reconstructed into tracks and unique
colocalizations. (e) The fraction of individual Rubiscos with
colocalized linker (means: EPYC1-GFP, green; 3RBM-GFP, blue;
medians and interquartile range (IQR): black), θ, increases with
visible linker. Partial labeling at total linker ≥ 150 nM masks the
underlying binding curves. (f) Nonzero stoichiometries M½>0� of
linker GFP at each Rubisco also rise with labeled linker (EPYC1-
GFP, green; 3RBM-GFP, blue; medians/IQRs, boxes). The prod-
uct of the two results is corrected for partial labeling to yield hMi,
which increases monotonically with total linker (Fig. 3).
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in the field of view [53], and mixed with excess linker at a
range of total concentrations (0.5–50 nM linker at 5 nM
Rubisco, and 150 nM–150 μM linker at 50 nM Rubisco).
All experiments used the same buffers as in the SPR
experiments. To maintain identifiable and distinct linker
foci, the maximum linker-GFP concentration was fixed at
50 nM (S ¼ 5-GFP) or 150 nM (S ¼ 3-GFP), such that
higher concentrations were diluted with the corresponding
unlabelled linker (10−3 < ϕGFP < 1). In each condition,
> 60 000 tracks each corresponding to a single molecule of
Rubisco-Atto594 were detected from > 10 independent
acquisitions [Fig. 3(d)].
For the native linker (S ¼ 5) the proportion of colocal-

ized Rubisco, θ, rises above 50% with linker concentration
[Fig. 3(e)] indicating partial binding saturation. The con-
centration at which half of the Rubisco proteins are bound
by at least one linker GFP lies between 5–50 nM [Fig. 3(e),
green data], which resembles the binding affinity of
29� 12 nM estimated using fluorescence correlation spec-
troscopy [21]; see SM Fig. S9 [33]. At low labeling
fractions ϕGFP, mostly isolated linker GFPs are observed
at each Rubisco so that the binding response is largely
encoded in θ=ϕGFP. The binding affinity is weakened for
S ¼ 3, and shifts this characteristic concentration to
approximately 1 μM.
We have curve-fitted Eq. (5) to all titration curves

obtained using SPR and Slimfield data in Fig. 2. For
S ¼ 1, Eq. (5) reduces to hMi ¼ NcL=ðKd þ cLÞ, with
Kd ∝ expðε=kBTÞ the dissociation constant and cL ¼
Kd exp½ð−εþ μÞ=kBT� the concentration of unbound link-
ers (for low Rubisco concentrations this approximately
equals the total concentration cL ≈ cL;0). The curve fit to
our SPR data of the 60-residue S ¼ 1 fragment yielded
Kd ¼ 414� 52 μM, and is smaller than the Kd ≈ 3 mM of
a 24-residue variant [16], albeit under different buffer
conditions. By simultaneously fitting the model to our
S ¼ 3-GFP and S ¼ 5-GFP data we found lK ¼ 0.88�
0.12 nm and ε ¼ −11.8� 0.8kBT, which we have used to
calculate all solid curves in Fig. 2. The variances are
correlated through ε ≈ 11l−0.45K , and will be used in Fig. 4 to
calculate confidence intervals on our predictions for dime-
rization concentrations. The S ¼ 2 data displayed a higher
binding affinity than expected, and was (nonuniquely)
fitted using ε ≈ −12.7l−0.55K kBT (green dashed curve). It
is inconclusive if this discrepancy is due to experimental
factors (e.g., crosslinking of Rubisco at the surface;
influence of fluorescent tags or coverslip, etc.), or if it
may point at missing pieces of physics.
Condensation microscopy.—To calculate dimerization

diagrams (SM Sec. S6D [33]) for linkers with S ¼ 2, 3, 4, 5
stickers we have used Kd ¼ 414 μM; ε ¼ −11.8kBT, and
lK ¼ 0.88 nm for the best fit to the single-molecule data in
Fig. 2, and we have propagated the errors by using
ð−12.5kBT, 0.75 nm) and ð−11.0kBT, 1.0 nm), as informed
by the above-discussed relationship ε ¼ −11l−0.45K kBT.

To calculate a characteristic concentration for condensa-
tion, we use the dimerization reaction as a proxy and
approximate the “spinodal branch” by the condition where
half of the material is dimerized, f ¼ 1=2, and approximate
the critical concentration by the “lower dimerization con-
centration” of Rubisco and linker for which this holds,

c ¼ min fcR;0 þ cL;0jfðcR;0; cL;0Þ ¼ 1=2g: ð8Þ

Figure 4 confirms that the characteristic concentration
decreases with a decreasing Kuhn length in agreement
with a simulation study on condensation [14].
To experimentally approximate the actual critical con-

centration for all untagged variants, we have performed
condensation assays with a linker fraction fixed to
cL;0=ðcL;0 þ cR;0Þ ¼ 0.88, 0.79, 0.68, 0.51 for S ¼ 2, 3,
4, 5, respectively, while the overall concentration cL;0 þ
cR;0 was titrated until condensation was observed using
microscopy (SM see S3 and Fig. S2). We compare the
theoretical and the experimental values in Fig. 4.
We find striking agreement between the theory and

experiments for the S ¼ 3–5 constructs, indicating our
simple framework does indeed have predictive value.
However, for the S ¼ 2 construct, which also showed
distinct behavior in Fig. 2, we did not observe the formation
of droplets. The predicted characteristic concentrations may
be affected by some idealizations in our model, such as the
cubelike particle affecting the intersite distances [14],
or the (perhaps too) idealized force-extension model in
Eq. (1). However, we speculate (anti-)cooperativity effects
that emerge for clusters larger than dimers play a more
crucial role. In particular, it is known that both biomacro-
molecules carry charges, which might be too weak to affect
self-assembly in small systems, but which may add up in
larger systems, and dictate finite sizes of the coacervate
droplets [54]. We anticipate our dimerization diagrams may

FIG. 4. Characteristic concentration for self-assembly against the
number of stickers per linker molecule. The predictions are based
on the best fit to the single-molecule data (black symbols) and the
propagated uncertainty (gray shaded area). The microscopy ob-
servations are summarized by the open and closed symbols.
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inform concentration regimes of interest in large-scale
simulations to address these open questions.
Conclusions.—We have crucially tested “sticker-and-

spacer theory” by quantitatively comparing it to self-
assembly properties both in the dilute and concentrated
phase. The fits of the model to dilute-phase titration curves
not only supports the theory, but also enables the meas-
urement of both the sticker binding energy and the Kuhn
length of the spacers. These allow for the prediction of
dimerization diagrams, as well as a (crude) estimate for the
critical point for condensation. By applying this approach
to pyrenoids, we have found striking agreements for some
linker variants, but also qualitative disagreements that point
at open questions in the field. To arrive at these findings, we
have developed semianalytical equations, numerical algo-
rithms, and colocalization analyses in single-molecule
microscopy; see SM [33]. We hope this pipeline to be of
interest to the wider research on multicomponent sticker-
spacer systems in soft matter science and the physics of life.

Data and code are available on [55].
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