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Increasing accuracy of the theory and experiment of the n ¼ 2 3P fine structure of helium has allowed for
increasingly precise tests of quantum electrodynamics (QED), determinations of the fine-structure constant
α, and limitations on possible beyond the standard model physics. Here we present a 2 ppb measurement of
the J ¼ 1 to J ¼ 0 interval. The measurement is performed using frequency-offset separated-oscillatory
fields. Our result of 29 616 955 018(60) Hz represents a landmark for helium fine-structure measurements,
and, for the first time, will allow for a 1-ppb determination of the fine-structure constant when QED theory
for the interval is improved.
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In 1964 Schwartz suggested [1] that the n ¼ 2 3P states of
helium could allow for a more precise determination of the
fine-structure constant α than could be derived from study-
ing the 2P fine structure of hydrogen, given that helium has a
60 times longer lifetime and a 3 times larger interval. He
suggested that a part-per-million determination of α might
be possible if improvements were made in both theory and
experiment. In the intervening decades, experimental mea-
surements have shown continual improvements [2–22]. The
evaluation of new systematic effects [23–27] has improved
the agreement between these measurements. Quantum-
electrodynamic (QED) theory [28–51] for these intervals
has also advanced greatly with a complete calculation of all
terms of order α6 (times mc2) [34] in 1972, and all terms of
order α7 being completed [48] in 2010. This improved
theoretical precision and the 4 orders of magnitude of
improved experimental precision since 1965 [52] are illus-
trated in Fig. 6 (in the Supplemental Material [53]).
We present here a measurement of the 23P1 → 23P0

interval that has an uncertainty of only 2 parts per billion
(ppb). This work is the experimental contribution towards
using the 23P fine structure for tests of physics and
fundamental constants at the ppb level. An advance of
QED theory to this same level of accuracy will require a full
calculation of all terms of order α8.
A ppb-level comparison between experiment and QED

calculations will have wide-ranging implications. It will
provide the most accurate test to date of QED in a
multielectron system [54]. This comparison will allow
the 23P fine structure to be used for a direct test for beyond
the standard model physics [54], such as exotic spin-
dependent interactions between electrons [55] (at 100 times
the accuracy of current tests). Finally, the combination of a
complete calculation to order α8 and our current mea-
surement will allow for a determination of α at a level of

1 ppb—1000 times more accurate than the proposal of
Schwartz [1]. The best determinations of α, based on the
electron magnetic moment (ge) [56–60] and atomic recoil
[61,62], currently show discrepancies of more than 1 ppb
(see Fig. 7 in the Supplemental Material [53]). Comparison
of determinations of α obtained from various systems
allows for tests of beyond the standard model physics in
each of the systems [56,63–65].
Many aspects of our measurement apparatus (Fig. 1) are

similar to those used [22] for our measurement of the
23P2 → 23P1 interval. A cryogenic beam of metastable
23S helium atoms with a mean speed of 1100 m=s is
created in a dc discharge and is intensified (to a flux of
7 × 1012=cm2=s) by a two-dimensional magneto-optical
trap (2DMOT). The atoms are optically pumped (see Fig. 1)
into the 23Sðm ¼ −1Þ state before passing through a
rectangular microwave waveguide (WR-28, with inner
dimensions of 7.112 by 3.556 mm, with 0.5-mm-diameter
holes through which the beam enters and exits). Inside this
waveguide, the majority of the 23Sðm ¼ −1Þ atoms are
excited by a pulse of 1083-nm laser light (laser A in Fig. 1,
focused to 1 mm) to the 23P1ðm ¼ 0Þ state, which has a
lifetime of 98 ns. The 23P1ðm ¼ 0Þ → 23P0ðm ¼ 0Þ tran-
sition is then driven with 29.6-GHz microwaves. The
resulting 23P0 atoms are detected via excitation to 43D1

using a pulse of 447-nm laser light (B in Fig. 1), and then to
183P2 using a pulse of 1532-nm light (C in Fig. 1).
The 183P2 atoms are Stark-ionized by electric fields [see
Fig. 1(c)], with the resulting ions being collected.
The microwave transition is driven with two pulses, each

of duration D, and separated in time by T, as shown in
Fig. 1(d). In the ∼1 μs that it takes for the atoms to pass
through the laser beams, they typically experience one or
two cycles of the timing sequence of Fig. 1(d). These pulses
are created by fast switching of microwaves output from
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two precision generators, with their internal clocks locked
to each other and referenced to both Rb and GPS clocks.
The amplified microwaves (of power P ≤ 2 W) enter one
end of the waveguide and reflect off of a short that is
situated one half wavelength from the 0.5-mm holes. The
result is a standing wave that has an antinode of magnetic
field and a node of electric field along the center line of the
atomic beam.
The current work uses the frequency-offset separated-

oscillatory-fields (FOSOF) technique [66], which is a
modification of the Ramsey method [67] of separated
oscillatory fields (SOF). Alternate microwave pulses have
frequencies f þ δf and f − δf [Fig. 1(d)]. The offset
frequency 2δf (typically 280 Hz) causes the relative phases
of the two pulses to vary continuously in time. As a result,
the atomic signal [see Fig. 2(a)] cycles between destructive
and constructive interference. The phase difference Δθ
between this signal and a beat signal, obtained by combin-
ing the microwaves at the two frequencies, is indicated in
Fig. 2(a). Data are taken with two different timing sequen-
ces: Fig. 1(d), in which the f þ δf pulse occurs before the
f − δf pulse, and Fig. 1(e), in which this ordering is
reversed. To switch from (d) to (e), only the timing of the
laser pulses is shifted—the microwave pulses remain
unchanged. Figure 2(a) shows that the sign of the
phase shift Δθ is opposite for the two cases. The quantity
Δθ ¼ ðΔθðdÞÞ − ΔθðeÞÞ=2 cancels unintended phase shifts
in both the atomic and beat signals, as discussed
in Ref. [66].

For a two-level system with two ideal pulses of duration
D and separation T, the FOSOF line shape is

ΔθðfÞ¼ΔωðT−DÞþ2arctan

�
Δωtanð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4V2þΔω2

p
D=2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4V2þΔω2
p

�
;

ð1Þ

where V is the magnetic-dipole matrix element driving the
transition, and Δω=2π ¼ f − f0 is the detuning of the
applied microwave frequency from the atomic resonant
frequency. This line shape is antisymmetric with respect to
Δω (with Δθ ¼ 0 at Δω ¼ 0), and reduces to the very
simple proportional relation Δθ ¼ ΔωT for small V. The
observed line shape is shown in Fig. 2(b) for the case of
T ¼ 300 ns and D ¼ 100 ns for three different values of V
(i.e., different powers P). The line shapes are very nearly
described by the ΔωT linear expression. On a 300-times
expanded scale in Fig. 2(c), where the ΔωT straight line is
subtracted, one can see that the data is described well by the
line shape of Eq. (1).
A fit to Δθ data taken at a set of microwave frequencies

(ordered randomly) and at 100% power (corresponding to
V ¼ 2.03 rad=μs) gives an f0 determination with an
uncertainty of only 13 Hz. The residuals from this fit,
shown in Fig. 2(f), are 100 000 times smaller than the range
shown in Fig. 2(b), indicating that the line shape is
understood at this level. The data in the figure are the
average of many repetitions of the measurements taken at
various times that span six months of data collection, with
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FIG. 1. The experimental setup. An energy-level diagram (a), (not to scale) shows the 29.617-GHz interval being measured and the
laser transitions used for optical pumping and for the three laser pulses (A, B, C). The experimental setup (b), along with an expanded
view of the region where the measurement takes place (c), shows the laser and microwave interactions and ionization detection. The
timing diagrams, (d) and (e), show the laser and FOSOF microwave pulses for the two timing sequences used.
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individual points being averages of a total of 100 min of
data. The excellent signal-to-noise ratio is despite the fact
that the measurement sequence takes 450 ns, allowing only
e−ð450 nsÞ=ð98 nsÞ ¼ 1.0% of the 23P atoms to contribute to
the signal. The improved statistics (cf. Ref. [18]) is mostly
due to the 2DMOT and the high efficiency of our Stark-
ionization detection.
Equation (1) assumes ideal microwave pulses, including

instantaneous turn-on and turn-off, no chirp in the phase
due to the microwave switches or amplifier, and no changes
in intensity or phase profiles as a function of f. Extensive

modeling shows that all forms of distortion give shifts that
are proportional to P (that is, shifts that extrapolate exactly
to zero in the zero-power limit). Therefore, we linearly
extrapolate our measured FOSOF centers [from fits to
Eq. (1), as in Fig. 2] to P ¼ 0, as shown in Fig. 3. These
extrapolations also account for very small ac Zeeman and
ac Stark shifts caused by the microwaves. Both modeling
and measurements show that the slopes for these extrap-
olations are nearly proportional to D=T. Measurements are
repeated for various combinations of T and D to confirm
that all sets of parameters extrapolate to a single intercept,
as shown in Figs. 4(b)–4(d). Both in Ref. [22] and the
current work, some data are taken with different levels of
imperfections (and therefore slopes that differ by a factor of
approximately three), and these still resulted in consistent
intercepts within the accuracy of the tests.
Our experiment is performed within a magnetic field B⃗

of 5 G, which is applied by 20-cm-diameter Helmholtz
coils. Before applying this field, the local magnetic field is
canceled using six larger coils. This cancellation is cali-
brated by comparing the magnitude of the Zeeman shifts of
our 23P intervals when positive and negative fields are
applied. The largest systematic correction in our measure-
ment is a second-order Zeeman shift of 197.74 Hz=G2,
which has been carefully studied (at the < 0.01% level of
accuracy) by theory [68], and experiment [15,69]. We also
use larger B to directly show that we understand the
magnetic shifts at a level of < 0.1%, and we include a
0.1% uncertainty to all Zeeman corrections. Figure 4(a)
shows that measurements taken with B⃗ in the þẑ and −ẑ
directions agree, and that those with jB⃗j ¼ 5 G agree with
those taken for jB⃗j ¼ 10 and jB⃗j ¼ 15 G (which have 4 and
9 times larger Zeeman shifts, respectively).

FIG. 3. The extrapolation of the averaged D ¼ 200, D ¼ 100,
and D ¼ 50 ns FOSOF fit centers to P ¼ 0, where the center is
unaffected by imperfections in the pulses. The extrapolated
centers, along with their uncertainties, are shown in Fig. 4(d).
The gray band represents the final uncertainty for the present
measurement.

(a)

(b)

(c)

(d)

(e)

(f)

FIG. 2. The FOSOF line shape. The sinusoidal atomic signals
for the configurations of Figs. 1(d) and 1(e) are shifted by ΔθðdÞ
and ΔθðeÞ relative to a microwave beat signal, as shown in (a).

Δθ ¼ ðΔθðdÞÞ − ΔθðeÞÞ=2 is shown in (b). A 300 times expanded
scale in (c), where ΔωT is subtracted, resolves the line shapes for
different powers. The fits in (c) use Eq. (1), and the residuals from
the fits are shown in (d),(e), and (f).
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The Doppler shift is small due to both the slow speed
(1100 m=s) of our atoms (measured by the time-of-flight
delay after passing through a mechanical chopper) and the
fact that the microwaves travel in a direction that is
perpendicular (to within 5 mrad) to the velocity of the
atoms. The Doppler shift is further reduced by reflecting
the microwaves from a short and having them intersect the
atomic beam a second time. Ohmic heating by the micro-
waves of the gold-plated waveguide is calculated to lead to
a difference of only 0.4% for power of the reflected
microwaves. The net Doppler shift, after taking these
factors into account, is zero with an uncertainty of �2 Hz.
The polarization for the optical-pumping step is reversed

for half of the measurements, leading to a starting pop-
ulation in the 23Sðm ¼ þ1Þ state. Figure 4(e) shows that
consistent results are obtained withm ¼ þ1 and −1. To test
for possible FOSOF line shape effects, the data are refit
with only the central frequencies [jf − f0j < 1=ð2DÞ,
1=ð4DÞ, or 1=ð8DÞ] included in the fit. Consistent results
are found, as shown in Fig. 4(f). Figure 4(g) shows that the
result does not depend on the sign of the offset frequency.
To test for light shifts due to unintended temporal overlap

of the laser and microwave pulses, data are taken at lower
powers for the 447 and 1083-nm lasers. As shown in
Fig. 4(h), no shifts are seen. The fact that the same result is
obtained [Fig. 4(i)] when driving the J ¼ 1 to J ¼ 0 and
J ¼ 0 to J ¼ 1 (by retuning lasers A and B of Fig. 1) and
when using a different Rydberg state [the 183F state,
Fig. 4(j)], indicates that unintended atomic processes are
not affecting the measurement. A warmer source temper-
ature (315 K, cf. 130 K), and hence a faster atomic beam,
also reveals no inconsistency, as seen in Fig. 4(k). Finally,
intentionally misaligning the linear polarization of laser A
of Fig. 1 by 10° away from perpendicular to the applied B⃗
field leads to no change in the center [Fig. 4(l)]. This latter
test [along with the test of Fig. 4(i) and the fact that the
result is independent of magnetic field] shows that tran-
sitions from 23P1ðm ¼ �1Þ to 23P0 (that would be possible
if the microwave polarization were not perfect) do not have
a significant effect on the measurement.

The measurement was performed blind (with respect to
previous measurements of this interval) by adding a
unknown offset (of between −4 and þ4 kHz) to all
frequencies during analysis. This fixed unknown offset
was implemented more than five years ago when this work
began and was revealed to the authors only after completing
all of the analysis for the measurement (less than 48 hours
before the submission of this work).
The weighted average of the results shown in Fig. 4(b) is

29 616 955 018ð15Þeð6ÞZð2ÞD Hz, where the uncertainties
come from the extrapolations to P ¼ 0 (this uncertainty is
limited by statistical uncertainties), the Zeeman shift, and
the Doppler shift. Adding the uncertainties in quadrature
would lead to an uncertainty of 16 Hz. However, we take a
more conservative tack and base our uncertainty on the
proven level of consistency demonstrated for a wide range
of parameters in Fig. 4, and conservatively assign a larger
estimate for our one-sigma uncertainty of �60 Hz to our
measurement. This final uncertainty is one part in 30 000 of
the natural width of the 23P states. For such a precise
measurement, we believe that the more conservative
strategy is preferred since it tries to account for the
possibility of unknown systematic effects. The possible
size of such unknown effects can only be limited by
looking at the level of consistency as a wide range of
parameters are varied. The history of large discrepancies
between precision measurements (as seen, for example, in
Fig. 6 [53]) justifies taking such a conservative strategy for
assigning our uncertainty. Our final measurement result is

½Eð23P0Þ − Eð23P1Þ�=h ¼ 29 616 955 018ð60Þ Hz: ð2Þ

Our measured value is somewhat larger (1.6 times the
estimated theoretical uncertainty) than the best theoretical
prediction [48], as seen in Fig. 5. As can be seen in the
figure, there are large disagreements with previous mea-
surements. The measurement of Hu et al. [21] disagrees by
6.7 times their uncertainty. Our previous microwave meas-
urement [18,23] from 22 years ago also disagrees with the

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)

FIG. 4. A summary of the average obtained center value for the various values of the experimental parameters. All points are
extrapolations to zero power and use the frequency range jf − f0j < 1=ð2DÞ, unless otherwise specified. As further discussed in the
text, parts (a) through (g) show the average line centers for different B, T, D, m, jf − f0j, and offset frequency and parts (h) through
(l) show shifts of line centers (for T ¼ 300, D ¼ 100 ns, and 100% power) obtained with nonstandard parameter values (compared to
similar line centers with standard parameter values). The gray band represents the final uncertainty for the present measurement.
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present measurement (by 4.5 times the uncertainty of the
previous measurement). The current work agrees with the
measurement of Shiner et al. [9]. With the inclusion of
quantum interference corrections (and the resulting
expanded uncertainties) [24,26], it is also in reasonable
agreement with the saturated-absorption measurement of
Gabrielse et al. [15].
Although it is not our place to comment onmeasurements

made by others, we will comment on the disagreement with
our own previous measurement. That measurement [18]
was performed without the advantages of SOF or FOSOF
and therefore was limited to measuring a single Lorentzian
line profile without the possibility of varying timing
parameters [as was done here in Figs. 4(b)–4(d)] to search
for possible systematic effects. As a result, a systematic
effect (of as yet undetermined origin) must have been
overlooked in that measurement. We note that if we had
been as conservative then as we have chosen to be now (by
expanding our 16 Hz uncertainty to 60 Hz during our blind
analysis) there would have been no discrepancy between
our two measurements.
Combining this measurement with our previous meas-

urement [22] of the J ¼ 1 to J ¼ 2 interval leads to a
determination of the J ¼ 0-to-J ¼ 2 interval (which is
more straightforward for theory since it does not involve
the 23P1 state which has a singlet-state admixture):

½Eð23P0Þ − Eð23P2Þ�=h ¼ 31 908 131 608ð65Þ Hz: ð3Þ

The current work is the most precise measurement to
date of helium fine structure and represents a major
advance in this precision. The outstanding signal-to-noise
ratio has allowed for a very extensive survey of systematic
effects. This work, when combined with more precise
theory, could provide ppb tests of the physics and constants
relevant to the interval—including a precise determination
of the fine-structure constant, the most precise test of QED
in a multielectron system, and tests for physics beyond the
standard model. Further improvements in signal size (from
a colder discharge source, a more efficient 2DMOT, higher

microwave power, and more efficient laser excitation and
detection) and a lower noise floor (from reduced collisional
ionization due to a better vacuum) should allow for even
smaller statistical uncertainties and more extensive tests for
systematic effects. For our next-generation measurement,
we will aim for a final uncertainty of 10 Hz or smaller,
which could lead to a determination of α to 0.15 ppb.
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