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Quantum sensors leverage matter’s quantum properties to enable measurements with unprecedented
spatial and spectral resolution. Among these sensors, those utilizing nitrogen-vacancy (NV) centers in
diamond offer the distinct advantage of operating at room temperature. Nevertheless, signals received from
NV centers are often complex, making interpretation challenging. This is especially relevant in low
magnetic field scenarios, where standard approximations for modeling the system fail. Additionally, NV
signals feature a prominent noise component. In this Letter, we present a signal-to-image deep learning
model capable of automatically inferring the number of nuclear spins surrounding a NV sensor and the
hyperfine couplings between the sensor and the nuclear spins. Our model is trained to operate effectively
across various magnetic field scenarios, requires no prior knowledge of the involved nuclei, and is designed
to handle noisy signals, leading to fast characterization of nuclear environments in real experimental
conditions. With detailed numerical simulations, we test the performance of our model in scenarios
involving varying numbers of nuclei, achieving an average error of less than 2 kHz in the estimated

hyperfine constants.
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Introduction.—Fast and precise characterization of
quantum registers is a central issue in the realm of
quantum technologies, with vast applications in commu-
nication, computing, sensing, and simulation [1]. In
particular, the efficient analysis of systems that comprise
electronlike defects and nuclear spins in solid-state mate-
rials is pivotal for advancing quantum networks and
quantum information processing [2,3]. In this context,
deep learning-based approaches offer valuable solutions
for addressing the challenges associated with quantum
characterization [4-6].

From a more technological perspective, nuclear-spin
detection has experienced significant advancements with
the use of NV centers (NVs) in diamond [7,8]. NVs exhibit
long coherence times [9] at room temperature [10,11],
which make them well-suited for a wide range of appli-
cations in the field of biological analysis [12-14].
Additionally, NV-based quantum sensors are easy to
initialize and readout by optical means [15-17], while
their hyperfine levels can be coherently manipulated using
microwave radiation [18,19]. Regarding the NV environ-
ment, naturally 1.1% of carbon nuclei are ’C featuring a
spin-j [20]. Consequently, NVs couple to each '*C in the
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diamond lattice through a hyperfine vector A typically
underlying dipolar interactions. Hence, rapid and precise
characterization of each hyperfine vector would signifi-
cantly contribute to assessing the potential of specific
quantum nodes, consisting of NVs and nuclei, for distinct
quantum information processing tasks.

In this Letter, we present the SALI (Signal-to-image
ArtificialL Intelligence) model, able to characterize quan-
tum nodes by identifying the number of involved nuclear
spins and accurately estimating the hyperfine parameters
of each NV-nucleus interaction. SALI comprises a
1D — 2D convolutional neural network (CNN) module
for processing 1D string data of NV measurements into a
2D image output, along with an image postprocessing
module. It is a compact model that offers automatic
characterization (meaning it operates as a black box,
without requiring human intervention) of nuclei in prox-
imity to a probe NV, achieving the processing task within
milliseconds, proving an advantage over classical algo-
rithms [21,22]. Notably, our model (i) exhibits high
accuracy in predicting the value of hyperfine vectors over
a wide range of values, (ii) effectively handles noisy signals
commonly encountered in experimental scenarios, (iii) does

© 2024 American Physical Society
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not require prior knowledge of the number of nuclei in
each node, and more importantly, (iv) performs well in
low-field conditions, where conventional approximations
break down, resulting in intricate and challenging signals.
Through detailed numerical simulations, we evaluate the
performance of our model in nodes containing up to 20
nuclei, considering both high and low magnetic field
scenarios.

The system.—We consider a quantum node consisting
of an NV and n '’C nearby nuclear spins with Larmor
frequency w; = y,B., such that y, = (27) x 10.705 MHz/T,
while the magnetic field B, is aligned with the NV axis (2).
The Hamiltonian that describes this system is

~ = f() g
H= ijwj-1j+70'zZAﬂj, (1)
= =

where w;®; = y,B.Z + %Zj, Aj = (Ai,Aj—) is the hyperfine
vector joining the NV with the jth nucleus with spin operator
71-, and f (1) = £1 is the modulation function that appears as a
consequence of the introduced microwave driving (for more
details see Supplemental Material (SM) [23]). In particular,
we consider trains of z pulses over the NV (which is
initialized to the |+) state, such that 6,|+) = |+)) according
to the Carr-Purcell-Meiboom-Gill (CPMG) sequence [24,25],
after which the NV is measured. Repeating this process N,
times, one estimates the survival probability (P,) of the initial
state |+). In the ideal scenario of infinite number of
measurements (note our numerical simulations consider a
finite number of measurements and decoherence effects) P,
reads

PX:% <1+]1j1M,>, 2)

where
1 —cosa;)(l —cos N¢ ;2
Moo, (mes@)i—cos) Vo
"1 +cosajcosf—m; sina;sinf 2
(3)
cos¢p; = cosa;cosf—m;  sina;sinf, (4)
with  m;. = [(A5+w,)/o)], m;, = (Aj /o), @;=

\/(A§ +wp)? + AR, a; =, f=awpr, and 7 is half
the interpulse spacing of a CPMG sequence (see full
derivation in Supplemental Material from Ref. [21]). In a
scenario such that w; > A%, AjL (namely, at high magnetic
field, B, = 0.056 T in our case) P, exhibits clear resonance
peaks at 7 = (kz/2w;). In this context, techniques based on
classical algorithms [21,22], as well as deep learning
models [4], are used to find Af and Ajl. However, in the

low-field regime, where the condition aw;, > AZ, AjL does not
hold (B, = 0.0056 T in our particular case), resonance peaks
cannot be observed [23]. More specifically, in this regime P,
shows an intricate behavior that makes previously mentioned
techniques for system characterization challenging.

Now we introduce our SALI model designed to
effectively process complex signals across diverse mag-
netic field scenarios, leading to (AjA]i) as output. Our
model showcases robust performance in handling noisy
signals commonly encountered in experimental scenarios
and operates seamlessly without requiring any prior
information about the number of nuclei involved in
the node.

The SALI model.—A scheme of SALI is given in Fig. 1
(see caption for details on the architecture of the model).
The 1D — 2D CNN module takes two input signals (P,)
coming from CPMG sequences with different number of
pulses (N =32 and N = 256 in our specific example).
This approach ensures that each sequence exhibits different
evolution times, enabling the network to infer both weak
and strongly coupled nuclei. In this instance, these two
specific sequences yielded highly favorable results. The
architecture of the neural network is as follows. (i) Two
separate 1D CNN blocks analyze the inputs. After process-
ing the signals, the outputs of these blocks are flattened and
concatenated into a single array. (ii) A fully connected
block is introduced between the 1D CNN block and the
next 2D CNN block, serving as an intermediary between
these two blocks, and additionally, allowing for the
adaptation of the final output image size. The outcome
of the fully connected block is reshaped into a two-
dimensional array, treated as an image to exploit the spatial
relations among adjacent pixels. (iii) In the 2D CNN block,
the reshaped image is processed. Finally, this block con-
nects to the output layer of the neural network (NN output
in Fig. 1), which is a convolutional layer with sigmoid
activation function that encodes the target parameters
(A3, A7) in a two-dimensional image.

For the training, validation, and testing of the neural
network, we generated two distinct datasets, one for the high
magnetic field scenario and the other for the low magnetic
field scenario, each comprising 3.6 x 10 samples. Each
sample within these datasets contains a random number of
nuclei ranging from 1 to 20. Each nucleus is characterized by
random values of A® and A', falling within the ranges
A*€[-100, 100] kHz and A+ € [2, 102] kHz, resulting in a
set of coupling constants (AjAJl) Note that Egs. (2), (4)
dictate that P, is symmetric with respect to the change
Al — —A"L. Consequently, we only consider positive values
for AL, The input data strings (P,) are generated with
N = 32 z pulses, with 7 varying in the range 73, € [6, 50] ps,
and N = 256 z pulses, with 7 in the range 7,56 € [10, 40] ps.
Each P, contains N, = 1000 points, resulting in resolutions
of At;, =44 ns and Aty5¢ = 30 ns. Thus, the employed
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FIG. 1. Schematic representation of the SALI model. The neural network takes two input signals (P, ) obtained from CPMG sequences
of different duration. In block (i) of the neural network, each input signal is independently processed through two one-dimensional
convolutional blocks. Each block comprises two convolutional layers with F filters of kernel size 3, followed by a batch normalization
(BN) layer, a ReL.U activation function, and a max-pooling layer with a window size of 2. The flattened outputs from these convolutional
blocks are then concatenated and connected to block (ii), a fully connected block. The last dense layer in this block is reshaped into a
rectangular image. Within block (iii), the second convolutional layer is a transposed convolutional layer with a stride of 2, effectively
doubling the image’s width and height. The two-dimensional convolutional layers utilize F filters with a kernel size of (3, 3). Block
(iii) is subsequently connected to the output convolutional layer of the neural network, which is followed by an image postprocessing

module to extract the number of nuclei (n) within the sample and the corresponding coupling constant pairs (A?,Aj*). See in-depth

explanation in SM [23].

CPMG sequences would last some milliseconds. We con-
sider experimental conditions akin to those in [8]. This is, we
model potential decoherence effects over the NV sensor by
adding an exponential factor e=%/72 to P, with T, = 200 ps.
Furthermore, we consider shot noise by computing each
average value in P, after simulating N, = 1000 measure-
ments (see Sec. IV in [23] for evaluation of the model’s
robustness against shot noise). The model parameters should
be tailored to match the specifics of the experimental setup to
ensure its optimal performance. In addition, the model could
be fine-tuned with real experimental data (see Refs. [26—-28]
for fine-tuning examples).

To supervise the training and validation stages, as well as
for evaluation in the testing, nuclei are depicted in the
true output image of the neural network as exemplified in
Fig. 2(a). This portrayal involves a fuzzy logic approxi-
mation through the use of Gaussians, reminiscent of repre-
senting a point in an image. As illustrated in Fig. 2(a), each
nucleus is depicted within a 5 x 5 pixel region centered
around the nearest pixel to the true values (Ai,Ajl). The
loss function of the neural network is the mean squared
error calculated across all pixel values within the out-
put image.

Following the training process, the predicted output of
the neural network exhibits distinct clusters of pixels,

ideally resembling Gaussian functions [see Fig. 2(b)]. The
next step is to analyze these clusters through the image
postprocessing module. This process begins with the
application of erosion and dilation techniques, which
are employed to smooth the image. Next, we perform a
thresholding of the smoothed image and group the clusters
of adjacent pixels with a connectivity routine. Finally, an
area filter is applied to determine which predicted clusters
qualify as nuclei [see white boxes in Fig. 2(c)]. The result
is the prediction of the number of nuclei n and the
corresponding coupling constant pairs (AjA]l) which
are determined by the centroids of these clusters.

In summary, our SALI model operates in two distinct
phases: the 1D — 2D CNN module and the image post-
processing module. Within the neural network module,
the 1D CNN block extracts valuable information from
the input signals, enabling the representation of hyper-
fine couplings in a two-dimensional image through the 2D
CNN block. This resulting image serves as a blank
canvas on which the neural network paints the presence
of an initially unspecified number of nuclear spins
and estimates their corresponding hyperfine coupling
constants. These estimates are subsequently numerically
derived through the image postprocessing module.
Technical details regarding the model are in the SM [23],
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(a) True output image of the low-field neural network. Ten nuclei with random coupling constants in the ranges

A*€[-100, 100] kHz and A+ € [2, 102] kHz are represented. Each nucleus appears as a 5 x 5 pixel region in the image, as depicted
in the highlighted circular area. The pixel values in this region are chosen to match a Gaussian distribution centered in (A;Aj)
(b) Output image predicted by the neural network. (c) Output image after the image postprocessing. The white boxes represent predicted
nuclei. (d) Evaluation of the model performance. The predicted nuclei (white boxes) are compared to the true nuclei (green boxes). In
this example, we observe 9 TPs (true positives, i.e., correctly detected nuclei), 1 FP (false positive, i.e., predicted non-existent nucleus),
and 1 FN (false negative, i.e., nonpredicted nucleus). In the highlighted circular area we examine a specific TP nucleus. The 5 x 5 green
box bounds the nucleus in the true output, while the white box bounds the nucleus in the predicted output.

while the SALI code can be requested from the
authors.

Quantifying the model performance and results.—The
values predicted by the model are then compared to the true
values using the following procedure. Initially, all nuclei in
an image sample are enclosed within bounding boxes: the
nuclei in the true sample (“true nuclei”) are bounded in
5 x 5 green boxes and the nuclei in the predicted sample
(“predicted nuclei”) are bounded through the image post-
processing module in white boxes, as seen in Fig. 2(d). For
each predicted nucleus box, the Intersection over Union
(IoU) with each true nucleus box is calculated, defined as
the area of overlap over the area of union, ideally being 1;
the true nucleus box with the largest IoU is considered the
detected true nucleus.

We employ two standard classification metrics to evalu-
ate the prediction of the number of nuclei: precision,
P = [TP/(TP + FP)], and recall, R = [TP/(TP + EN)].
These metrics are computed based on every nucleus within
each sample, where true positives (TPs) are correctly
detected nuclei, false negatives (FNs) are undetected
nuclei, and false positives (FPs) are nonexistent nuclei
incorrectly detected. High precision (note Pe€][l,0])
indicates the network’s capability to accurately identify
existing nuclei without incorporating false ones, while high
recall (R € [1,0]) signifies that the network detects a large
number of existing nuclei. In Fig. 3(a), we present the
average of these two metrics calculated for the test subset
(15% of the entire dataset split before training). We have
evaluated the performance of coupling constants (A%, At)
estimation for the detected nuclei (TPs) using mean
absolute error (MAE) between predicted and true values,

shown in Fig. 3(b), where the MAE remains below 2 kHz in
all cases.

Finally, we assess the similarity between the original
input signals and the ones generated with the complete
set of predicted (AJAJL) values by computing the MAE
between the original and predicted signals for N = 32 and
N = 256 [refer to Fig. 3(c)]. Notably, although precision
and recall decrease as the number of nuclei increases, the
predicted signals closely resemble the original signals—as
indicated by the low MAEs in Fig. 3(c). This conveys the
efficacy of SALI in capturing the essential traits of quantum
nodes; see Figs. 3(d)-3(g).

Conclusions.—Employing deep learning models and
computer vision algorithms offers a key advantage: rapid
and automated detection. Our SALI model achieves large
accuracy in predicting hyperfine vectors, effectively han-
dles noisy signals common in experiments, does not
require prior knowledge about the number of nuclei in
each node, and operates even at low-field conditions.
Hence, it serves as a valuable tool for scientists engaged in
solid-state platforms, particularly in quantum sensing and
quantum information processing. While our investigation
has successfully demonstrated SALI’s ability to accu-
rately reproduce input signals, thereby confirming its
efficacy, there is potential for further enhancement. One
approach to achieve this is by introducing additional
signals during the training stage (note, for the sake of
simplicity we consider two inputs) obtained with diverse
pulse sequences [29,30]. This approach seeks to reinforce
the detection process in scenarios characterized by a
considerable number of nuclei, particularly in the low-
field regime.
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FIG. 3. (a) Precision (P) and recall (R) of the model with respect to the number of nuclei present in the true samples. (b) Mean absolute

error (MAE) between the predicted and the true values of the coupling constants A% (green) and A+ (red). This metric is calculated
exclusively for TPs. (c) In yellow (blue), the MAE between the original and predicted input signals, corresponding to N = 32 (N = 256)
pulses. The solid (dashed) lines in (a)—(c) correspond to the high (low) magnetic field scenario. (d)—(g) Signal comparisons from samples
containing 16 nuclei. In black, the signals calculated with true nuclei. In yellow (blue), the N = 32 (N = 256) signals obtained with
SALI’s predicted nuclei. (d) and (e) correspond to the low-field scenario (14 nuclei are detected), and (f) and (g) to high field (all 16

nuclei are detected). More details in [23].
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