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The competition between on-site electronic correlation and local crystal field stands out as a captivating
topic in research. However, its physical ramifications often get overshadowed by influences of strong
periodic potential and orbital hybridization. The present study reveals this competition may become more
pronounced or even dominant in two-dimensional systems, driven by the combined effects of dimensional
confinement and orbital anisotropy. This leads to electronic orbital reconstruction in certain perovskite
superlattices or thin films. To explore the emerging physics, we investigate the interfacial orbital disorder-
order transition with an effective Hamiltonian and how to modulate this transition through strains.
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The electronic correlation (EC) effect in solids can give
rise to complex physical phenomena and has been a subject
of interdisciplinary research for decades. For example, the
competition between on-site electronic correlation and
periodic lattice field is the driving force for the classical
metal-nonmetal Mott transition [see Fig. 1(a)]. However,
little attention has been paid to the electronic phase
transition caused by the competition between on-site
correlation and local crystal field (EC CF competition).
A possible reason is that the effect of local crystal field is
always mixed with those of periodic potential and orbital
hybridization in solids. As a result, it is difficult to single
out the local field effect to some extent from the band
structure and measurable electronic properties. In this
study, we find a way to discern the effect of EC CF
competition in perovskite superlattices or films and estab-
lish quantifiable criteria for typical phase transitions. This
becomes possible as the periodic structures in superlattices
or thin films are disrupted along the growth direction,
leading to a weakened periodic modulation on the local
crystal field. Obviously, this physical analysis is applicable
to other low dimensional systems, and the insights drawn
hold broad significance.
We take titanate superlattices with the crystal field of TiO6

octahedrons as examples [see Fig. 1(b)],which are known for
the emergence of two-dimensional electron–hole gas
(2DEG=2DHG) at the interface of two insulators [1–10],
such as LaAlO3=SrTiO3 (LAO/STO) [1–3]. Numerous
studies have observed an unusual crystal-field splitting
or reconstruction of t2g orbitals at LaAlO3=SrTiO3 inter-
faces [11–15] as well as in the CaVO3 thin film and
superlattices [16,17]. Specifically, the observed electronic
orbital occupations appear to challenge the conventional

crystal-field theory. Yet, the physical basis of this atypical
behavior remains as a long-standing mystery. Conversely,
nickelate superlattices with the crystal field of NiO6

octahedrons attract research interest due to the predictions
surrounding potential Ni-based superconductivity [see
Fig. 1(b)] [18–25]. Recent theoretical simulations suggest
that, in the superlattice with a nickelate monolayer, an
unusual crystal-field effect is present. Electrons have a
strong preference to take the planardx2-y2 orbital, even in the
absence of crystal-field splitting [26]. This indicates an
unusual reconstruction that goes beyond what conventional
crystal field theory predicts and highlights the possible
impact of EC CF competition.
To understand emergent physics, we use density func-

tional theory (DFT) calculations and model simulations to
examine the cooperative effects of dimensional confinement

FIG. 1. (a) Sketch of competition between electronic correla-
tion and global periodic field. (b) Sketch of competition between
electronic correlation and local crystal field. (c) Layer number of
2DEG vs Hubbard U in LAO/STO from first-principle calcu-
lations. The blue insets are electron cloudy of 2DEGs with U ≤ 3
(left) and U > 3 eV (right).
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and anisotropic spatial orientations of d orbitals in super-
lattices. The former disrupts the periodic modulation and
limits the electronic hopping along the growth direction,
while the latter leads to the inequivalence between in-plane
and out-plane orbitals [27,28]. Consequently, a phase
transition from orbital disorder (OD) to orbital order (OO)
occurs along with the orbital reconstruction [see Figs. 1(b)
and 1(c)]. The presence of OO in perovskite bulks has
attracted extensive attention [29–32], which often induces
other phase transitions [33]. For details of DFT calculations
and superlattice modeling, please consult Supplemental
Material [34].
The effect of on-site correlations on the interfacial

2DEGs is incorporated by using a large range of U values
(0–8 eV) for 3d electrons of Ti in DFT calculations.
Interestingly, the occupied orbitals of 2DEGs are changed
along with the increase of U, i.e., the orbital reconstruction
occurs when U is greater than a critical value UC
(3 < UC < 4 eV). The insets of Figs. 1(c) show the dis-
tributions of 2DEGs in the interfacial TiO2 layer with
U ¼ 3 and 6 eV, respectively. With high U, 2DEGs have a
clear quatrefoil structure in the XOY plane because elec-
trons only occupy the dxy orbitals of the interfacial Ti atoms,
corresponding to an OO phase. In contrast, 2DEGs have no
remarkable spatial anisotropy withU ≤ 3 eV as all three t2g
(dxy, dxz, and dyz) orbitals are equally occupied, corre-
sponding to an OD phase. Simultaneously, the thickness of
2DEGs is also changed [see Fig. 1(c) and Supplemental
Material, Fig. S1 [34]]. When the U is larger than UC,
2DEGs are mainly localized in a single TiO2 layer at the
interface. Herein, the orbital reconstruction can be hence
regarded as an OD OO phase transition [see Figs. 1(b)
and 1(c)]. The curves of projected density of states (PDOS)
in Fig. 2(b) further validate these deductions as only the dxy
component is below the Fermi level for U ¼ 4 eV.
Unlike in the STO bulk, the interfacial TiO6 octahedron

is elongated in the direction perpendicular to the super-
lattice, with a minor out-plane displacement of the Ti ion
(by 0.11 Å) in the oxygen octahedron. As a result, the Oh
symmetry is reduced to the C4v symmetry, causing further
splittings of the eg and t2g orbitals [see Fig. 2(a)]. The three
t2g orbitals split into a nondegenerate dxy orbital and double
degenerate dxz=dyz orbitals. According to the standard
crystal-field theory, the dxz=dyz orbitals should have a
lower energy than the dxy orbital [see Fig. 2(a)], and
therefore 2DEGs should mainly occupy the dxz=dyz orbitals
instead of the dxy orbital. This is indeed true when U is
smaller than UC. However, the result is opposite for large
U values as only the dxy orbital is occupied, corresponding
to the orbital reconstruction [see Figs. 2(a) and 2(b)].
Figure 2(b) displays how the strength of the on-site
correlation significantly affects the magnitude of t2g orbital
splitting. Additionally, there is a notable change in the
electron occupation numbers on the in-plane and out-plane

orbitals [see the filled areas in Fig. 2(b)]. To clearly
illustrate the splitting, we calculate the band center of each
projected d orbital (EC), from which we define the energy
splitting of t2g orbitals [ΔE, see Fig. 2(a)] as

ΔE ¼ ECðdxz=dyzÞ − ECðdxyÞ; ð1Þ

where EC (dxz=dyz) and EC (dxy) are the band centers of
dxz=dyz and dxy, respectively. We observed that ΔE is
highly sensitive to the values of Hubbard U [see Fig. 2(c)].
First, ΔE flips from negative to positive as U exceeds UC,
indicating the reversed crystal-field splitting and orbital
reconstruction. The occupied states of 2DEGs change from
three (dxy, dyz, dxz) to just one (dxy). Therefore, the orbital
reconstruction is related to the on-site correlation of
2DEGs. Second, for small U, the splitting energy resulting
from crystal-field distortion is minimal [see Fig. 2(c)]. This
leads to partial electron occupation on three t2g orbitals [see
Fig. 2(b)], corresponding to an OD phase. However, for all
U values, the energy level splitting of the eg orbitals
adheres to the crystal-field theory, as both orbitals are
empty. Interestingly, the calculated magnetic phase tran-
sition has a similar critical UC, indicating that the orbital
order and magnetic order are closely related (see Fig. S2).
When comparing the LAO/STO interface to the pure STO
bulk, and the latter has no inversion of crystal field under

FIG. 2. (a) Distortion of interfacial TiO6 octahedron from Oh to
C4v symmetry, and normal (left) and abnormal (right) d-orbital
splitting of Ti. (b) First-principle calculated the projected density
of states (spin up) of interfacial Ti with Hubbard U ¼ 0 and 4 eV,
with the filled areas representing the occupied states. (c) Splitting
energy (ΔE) between dxy and dxz=dyz vs Hubbard U from first-
principle calculations. The red curve in the inset is the splitting
energy vs Hubbard U for stretched STO bulk, which is simulated
using a model comprised of four cubic unit cells.
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the same stretching strain [see the inset of Fig. 2(c)].
This underscores the crucial role that confinement plays.
As previous work attempted to attribute the orbital
reconstruction to the displacement of Ti in oxygen octahe-
dron, we also simulate a hypothetical structure with-
out displacement of Ti. From the results shown by
Supplemental Material, Fig. S7 [34], we may see that
the effect of Ti displacement is minor. Our results strongly
suggest that the orbital reconstruction results from the on-
site correlation and the confinement effect.
Herein, we introduce a compelling mechanism that takes

into account both strong correlation and dimensionality
concurrently. Because 2DEGs mainly distribute in inter-
facial TiO2 layers, the dimensional confinement causes
electrons to hop only in the XOY plane. As a result, the in-
plane dxy orbital is not equivalent to the out-plane dxz=dyz
orbitals due to their distinct spatial orientations, as shown in
Fig. 3. This is much different from the case in isotropic
bulks. For Ti in the 2D TiO2 plane, its t2g orbitals
can generate three different types of hopping, shown by
Figs. 3(a)–3(c), respectively. The first is the hopping
between in-plane dxy orbitals, i.e., dxy-dxy hopping [see
Fig. 3(a)], which has the same hopping amplitudes (t) along

the X and Y directions. Furthermore, adjacent dxy orbitals
are connected through σ bonds, and hence have a large
hopping amplitude. This type of interaction is described by
the isotropic 2D Hubbard model as the on-site correlation is
considered. The second is the hopping between two
identical out-plane orbitals, i.e., dxz-dxz (or dyz-dyz) hop-
ping [see Fig. 3(b)], in which two neighboring dxz orbitals
form σ bonds along the X direction, but π bonds along
the Y direction. Therefore, the hopping amplitude along the
X direction is close to that of the first type (t), but the
hopping amplitude along the Y direction is much smaller
(t0 ≪ t) due to less orbital overlap. This type of interaction
can be described by the quasi 1D Hubbard model. The third
is the hopping between two different orbitals, such as
dxz-dyz hopping [see Fig. 3(c)], which is actually forbidden
in this system due to the mirror symmetry (t00 ¼ 0, see
Fig. S3). Studies of 1D and 2D Hubbard models have
confirmed that, for the same parameters (hopping ampli-
tude, U value, and chemical potential), the 2D Hubbard
model has a lower ground-state energy than the 1D
Hubbard model [46]. This conclusion is understandable
because the higher dimension (larger ligancy) can reduce
the probability of double occupation as electrons hop on
lattices, and hence reduce the on-site Coulomb repulsion
and ease the energy. Consequently, 2DEGs prefer to take
the dxy orbitals with a reversed crystal-field splitting. Based
on these discussions, it is clear that the “synergy” of
dimensional confinement, orbital orientation, and on-site
correlation collectively contributes to making the in-plane
dxy orbitals energetically more favorable. According to
the orbital overlap, we can also explain why the orbital
reconstruction is simultaneous with the ferromagnetic
phase transition. On the one hand, the in-plane dxy orbitals
contribute a large overlap integral of wave function along
both x and y directions, corresponding to a larger exchange
coupling, i.e., the orbital reconstruction would lead to
a strong magnetic interaction. On the other hand, the
Hubbard model can degenerate to Stoner model in the
mean field approximation, which can describe the forma-
tion of ferromagnetic phase after orbital reconstruction.
To further address the effect of electron correlation, we

constructed an effective Hamiltonian of three-orbital
Hubbardmodel [Eq. (2)] based on a two-dimensional square
lattice like the TiO2 layer to describe the interfacial 2DEGs.

H ¼ −X
ilσ

�
tlxd

þ
ilσdiþx;lσ þ tlxd

þ
ilσdi−x;lσ

þ tlyd
þ
ilσdiþy;lσ þ tlyd

þ
ilσdi−y;lσ

�

þ
X

ilσ

ðϵl − μÞdþilσdilσ þ
U
2

X

ilσ

nilσnilσ̄

þU0 X

i;l<l0;σσ0
nilσnil0σ0 : ð2Þ

Herein, dþilσ (dilσ) is an electron creation (annihilation)
operator for orbital l (¼1, 2, and 3 for dxy, dxz, and dyz)

FIG. 3. (a)–(c) represent the electronic dxy-dxy, dxz-dxz, and
dxz-dyz hopping on 2D TiO2 lattice, respectively. t and t0 represent
the hopping amplitude along σ and π bonds, respectively. t00
represents one between two different orbitals. (d) Electron
occupation numbers on in-plane (red line) and out-plane (black
line) orbitals from DMFT calculations. (e),(f) Projected density of
states for the Hubbard model with U ¼ 3 eV and 4 eV from
DMFT calculations.
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at site i with spin σ. nilσ ¼ dþilσdilσ represents the corre-
sponding electron occupation and tlx (tly) denotes the nearest
neighbor hopping along thex direction (ydirection) of orbital
l. ϵl,μ, U, and U0 represent the on-site energy of orbital l,
chemical potential, intraorbital, and interorbital correlation
interaction. The hopping integrals are obtained using the
Wannier function downfolding technique, which strongly
support the deduction on the characteristics of hopping
amplitude (see Supplemental Material, Fig. S4 [34]). We
calculated the electron occupation numbers on in-plane and
out-plane orbitals using the dynamical mean-field theory
(DMFT, see Supplemental Material [34]) [Fig. 3(d)]. A
switch between occupations on in-plane and out-plane
orbitals is observed along with increasing Hubbard U, with
a critical U value between 3 and 4 eV. From the PDOS in
Figs. 3(e) and 3(f), we found that the in-plane dxy orbital (red
curve) has an abrupt change in energy as the Hubbard UU
increases from 3 to 4 eV. Its electron occupation number also
jumps. These observations align with outcomes of first-
principles calculations. Additionally, the roles of Hund
coupling and features of Hamiltonian are discussed in
Fig. S5 and Supplementary Material [34]. It is found that
the criticalU value of orbital reconstruction can be tuned by
the Hund coupling strength (see Figs. S6). According to the
understandings on the interfacial Hubbard interaction, the
change in 2DEG’s thickness for differentU values, shown in
Fig. S1a, can also be explained (formore information on this,
please refer to Fig. S6 and corresponding discussions in
Supplemental Material).
We also investigate the effect of uniaxial strain on the

orbital reconstruction of 2DEGs (see Figs. 4 and S8). The
uniaxial strain (κz) is defined as

κz ¼
cstrain − cstrainless

cstrainless
; ð3Þ

where cstrain and cstrainless are lattice parameters of super-
lattice with and without tensile or compressive strain along

the growth direction. Our result indicates that OD-OO
transition can sustain under small strains. In the case of
large tensile strain, the crystal field is energetically in favor
of the dxz and dyz orbital as the interfacial TiO6 octahedron
is “elongated” along the z axis. Nevertheless, a strong on-
site correlation can still lead to abnormal crystal-field
splitting (abnormal OO). In contrast, large compressive
strain causes a “squashed” TiO6 octahedron along the
z axis. Both crystal field and on-site correlation lower the
energy of the dxy orbital, and 2DEGs are in the OO phase
(normal OO) even without on-site correlation.
Additionally, we also studied possible factors that may

affect experimental observations on orbital reconstruction,
including oxygen defects (see Fig. S9) [14], thickness of
LAO and STO blocks (see Fig. S10), and orbital hybridiza-
tion of Ti and O (see Fig. S11). It was found that they do not
change our conclusions on orbital reconstruction of 2DEGs.
Last, we postulate that the possible orbital reconstruction in
nickelate superlattice with a nickelate monolayer has a
similar physical mechanism, but the orbital reconstruction
occurs for the egd orbitals. In summary, we found that the
competition between the on-site correlation and local crystal
field is enhanced at interfaces of some superlattice systems
by the dimensional confinement. Different spatial orienta-
tions make orbitals nonequivalent in local crystal field and
give varying hopping amplitudes. Importantly, these intricate
interplays drive orbital reconstruction and yield observable
electronic phase transition.
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