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The direct laser acceleration (DLA) of electrons in underdense plasmas can provide hundreds of nC of
electrons accelerated to near-GeV energies using currently available lasers. Here we demonstrate the key
role of electron transverse displacement in the acceleration and use it to analytically predict the expected
maximum electron energies. The energy scaling is shown to be in agreement with full-scale quasi-3D
particle-in-cell simulations of a laser pulse propagating through a preformed guiding channel and can be
directly used for optimizing DLA in near-future laser facilities. The strategy towards optimizing DLA
through matched laser focusing is presented for a wide range of plasma densities paired with current and
near-future laser technology. Electron energies in excess of 10 GeV are accessible for lasers at

I~10>" W/cm?.
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Advanced acceleration schemes for electrons in plasmas
allow us to obtain multi-GeV electron bunches within a few
centimeters of propagation. The most frequently explored
scheme thus far is laser-wakefield acceleration (LWFA)
[1-4], with 7.8 GeV maximum energy achieved to date [5].
One disadvantage of the LWFA is that it provides a
relatively low number of accelerated electrons (tens of
pC). Many applications such as x-ray and gamma-ray
generation [6-9], ion acceleration [10,11], or electron-
positron pair creation [12—17] would benefit from having a
high charge electron bunch, but do not require mono-
energetic electrons. For those applications, direct laser
acceleration (DLA) [18,19] is a promising alternative to
provide the electron charge on the order of hundreds of
nC [20,21]. In plasmas, DLA and LWFA can act simulta-
neously [22-27] and in a recent experiment the obtained
electron beams had energies exceeding 10 GeV [28]. DLA
could provide an opportunity to achieve an efficient energy
transfer from the available laser energy into energetic
electrons in the upcoming 10 PW-class laser facilities
[29-31]. According to experimental and simulation results
so far, the electron energies are expected to vary as a
function of the plasma density [20,32—44]. As the propa-
gation of the laser pulse through the plasma is highly
nonlinear and has a significant impact on the acceleration,
obtaining a direct comparison of theory, particle-in-cell
(PIC) simulations, and experiments is a challenging task.
Previous theoretical models of DLA therefore use a
simplified analytical description of the acceleration to
predict the electron energies depending on the laser

0031-9007/24/132(12)/125001(9)

125001-1

and the plasma density in ideal conditions (e.g., a plane-
wave laser) [45].

In this Letter, we propose a new model for predicting
electron energies. We uncover the key role of the laser width
in obtaining an efficient DLA acceleration, which allows us
to propose optimal laser focusing to achieve the maximum
electron energy gain. Even though higher laser intensities
generally provide higher electron energy within a shorter
propagation distance, the relation between the laser intensity
and the electron energy cutoff is not linear, and we show that
going for the highest possible laser intensity may not be the
most favorable approach. Within an ion channel, particles
perform betatron oscillations with a certain amplitude. An
electron can experience a resonant energy gain when the
frequency of these oscillations matches the frequency of the
laser field oscillations at the electron location. Our analytical
model predicts the maximum resonant amplitude for a given
laser intensity. This uncovers a trade-off between using a
highest possible laser intensity and a spot size with a large
enough interaction volume for optimal acceleration to occur.
Our findings (both analytical and from PIC simulations)
show that using a not-so-tight focus (~104) provides higher
electron energies compared with when the same laser pulse
is focused close to the diffraction limit. This comes with an
added benefit that the stable laser guiding is easier to
achieve for paraxial laser beams. We can expect to accel-
erate electrons of > hundreds nC charge to multi-GeV
energies within millimeters or centimeters of plasma.

The most favorable conditions for electron acceleration
using DLA are when a long laser pulse (hundreds of fs)
propagates through an underdense or near-critical plasma.
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FIG. 1. (a) Schematic representation of the laser pulse propa-
gating through the preformed guiding channel. (b) Electron
density during the interaction of the 10 PW laser pulse focused
to ap = 85 interacting with the channel with the density at the
center n, = 0.1n,. and the laser pulse transverse magnetic field
component after ~1 mm of propagation.

The ponderomotive force expels the electrons creating an
ion channel, see Fig. 1(a). Quasistatic electromagnetic fields
are generated within the ion channel, facilitating electron
oscillations around the central axis and causing some
electrons to be resonantly accelerated to energies exceeding
the vacuum limit. The simplest description of DLA assumes
the laser is a plane wave with a temporal envelope
propagating within the static electric and magnetic fields
linearly dependent on the radial distance (see Appendix)
[19,45-48]. In this ideal description, the equations have a
conserved quantity I =y — p,/m,c + w3y?/4c* through-
out the interaction [45], as long as there are no losses (e.g.,
radiation reaction [49]) and the background plasma param-
eters remain constant. Here, w), stands for the background
plasma frequency, y is the transverse displacement of the
oscillating electron, y is the relativistic Lorentz factor, and
P, is the momentum in the direction of laser propagation.
The integral of motion / can be derived directly from the
Hamiltonian. The plasma channel has a radial electric field
and an azimuthal magnetic field, both acting on negatively
charged particles copropagating with the laser in the
direction towards the channel axis [45,50-52]. This causes
betatron oscillations with a typical frequency wy =
w,/~+/2y [53]. Electrons simultaneously oscillate in the
field of the laser, which is modeled as a wave packet with
the angular frequency w,. As relativistic electrons copro-
pagate with a laser, the resonant DLA sets off if the
frequency of the laser field oscillations at the electron
location @' matches the frequency of the betatron oscil-
lations. The theoretical maximum energy of the most
energetic electrons is then determined according to their
initial position and the background plasma density [45]
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Equation (1) represents the upper limit for the energy
that an electron with given initial conditions can reach.

Typically, the electrons with large oscillation amplitudes
achieve the highest energies for a given plasma density 7,,.
The exact solution for all the electrons can be found in [45].
Once the maximum energy ... 1S achieved, an electron
may decelerate due to the dephasing. For electrons starting
with no transverse momentum, the maximum energy is fully
determined by the background plasma frequency w,, and the
initial transverse distance from the axis y,. If an electron has
a finite initial p,, equivalent y, can always be found such
that the particle has the same value of I (y, then represents
the first oscillation amplitude possibly higher than the initial
distance).

Whether the electron gets accelerated depends also on
the nonlinear amplification condition ay®,, /(wol 32) > e,
[45,54], where ay is the dimensionless field amplitude and
., 18 the threshold parameter on the order of unity that
varies depending on the electron pre-acceleration and the
phase of the laser field where electron gets into the
resonance. In the literature, the parameter takes values
between 0.1 and 1.4, depending on the initial conditions
and assumptions [45,46,54]. We introduce a new interpre-
tation of the amplification condition that connects the laser
intensity and the plasma density with the maximum
resonant transverse amplitude:

2¢ ayw,\ 23
Ymax = ( p) - 1. (2)

wp Ecr®o

Equation (2) assumes no pre-acceleration (y — p, =~ 1,
Py = 0). It explicitly shows that a higher a, allows for
the acceleration of electrons initially further from the
channel axis when interacting with a plane wave. This
allows higher intensity lasers to accelerate electrons to
higher energies, even though according to Eq. (1), the
maximum energy does not depend explicitly on a.

To verity the validity of Eq. (2) while neglecting effects
such as self-focusing, superluminal phase velocity [55], or
the effects arising from the finite width of focused laser
pulse [56], we first numerically integrate the equations of
motion for an electron in an idealized ion channel with
given initial conditions @, /@, and y,. The pulse is modeled
as a transverse plane wave with a short longitudinal ramp-up
followed by a constant field amplitude. The @), /@, deter-
mines the strength of the channel field that is expressed as
E;.h = mea)iy/ 2e. Without the loss of generality, we con-
sider only the electric component of the channel field. The
restitution force provided by the channel background is
equivalent if it is composed of an azimuthal magnetic field,
a radial electric field, or the combination of both E and B
[49]. Along with the plasma frequency w,, the second
varied initial parameter is the transverse oscillation ampli-
tude y,. We tracked the particles for ~6300 laser periods
(20 ps for a laser with A =1 pm) and extracted the
maximum energy of each electron along its trajectory.

125001-2



PHYSICAL REVIEW LETTERS 132, 125001 (2024)

eva W =8\ ovaW,=15)

10F
% E

. 35_
40
10

0 (a) . : —IEq.I(Z) M _(c):‘ . 3

01 02 03 04 05 20102703 04 05

wy/ Wy wy/an
FIG. 2. (a) Maximum energies achieved for test particles,

scanning different initial values of y, and w,/wy. The highest
energies are achieved at the maximum resonance distance y,,,x
given by Eq. (2). (b) Maximum expected distance of resonant
electrons according to Eq. (2) for different laser intensities
compared with the measured maximum resonant distance in
quasi-3D PIC simulations. (¢) Maximum energies observed in
quasi-3D PIC simulations compared with the scaling given by
combining Egs. (1) and (2).

The results for laser ag = 60 are shown in Fig. 2(a). The
black line represents Eq. (2), which predicts the maximum
initial distance of electrons that are expected to achieve
resonant motion. The resonance in test particle simulations
(initial position y, where the maximum energy is obtained
Since ymax ~ ¥§) is in excellent agreement with the param-
eter space expected from the analytical description in Eq. (2)
if we take €., = 0.2. Resonance can happen also in higher
harmonics, which we observe for electrons accelerated
further than the y,., but the energy gain is significantly
lower for these cases. It is important to emphasize that there
iS a maximum initial transverse distance for resonant
acceleration even during the interaction with a laser mod-
eled as a transversely plane wave, which indicates that this is
a fundamental property of the acceleration mechanism and
not an effect of the channel or laser transverse dimension. In
other words, it is beneficial to have a laser pulse wider than
the maximum transverse resonant distance given by Eq. (2),
but a further widening of the laser beam Wy > y,_ .. should
not result in particle acceleration at a higher transverse
oscillation amplitude.

The central role of y,,,, for the acceleration was also
verified by the quasi-3D osIris PIC simulations using a
finite laser pulse propagating in a preformed plasma channel
[57,58]. The transverse density structure of a guiding
plasma channel prevents the laser pulse from defocusing
and enables the propagation of the laser pulse for distances
exceeding the Rayleigh length. The creation of structures
that enable guiding of the laser pulse over several mm was
previously studied both using PIC simulations and exper-
imentally [59-61]. Please note that both preformed quasi-
neutral plasma channel and an ion channel created by the
laser pulse itself can guide the laser, but the effective
interaction plasma density can be different for the two

cases. The laser pulse with the Gaussian transverse profile
with W = 8 pm and the 200 fs duration interacts with the
plasma for ~1600 laser periods (5.3 ps, 1.6 mm) or longer if
more time is needed to achieve maximum energies. The
laser power is 1, 5, and 10 PW corresponding to the peak a
of 27, 60, and 85, respectively. The simulation details are
provided in the Appendix. The laser B field and electron
density are shown in Fig. 1(b).

The transverse oscillation amplitude of maximum energy
electrons is extracted from phase space diagnostic in PIC
simulations. Results summarized in Fig. 2(b) are compared
with the expected values of y,,,, according to Eq. (2). The
values observed in PIC simulation are in excellent agree-
ment with our predictions except for the lowest density case
of n, = 0.01n,.. The reason for the discrepancy is the fact
that the laser pulse was not wide enough for the electrons to
get into the resonance at the maximum transverse oscil-
lation amplitude allowed for the considered a, values (i.e.,
Wy < Ymax)- Additional simulations performed with a
wider spotsize (W, = 15 pm) represented with the same
color using empty markers instead of full ones agreed
with Eq. (2).

We have thus shown that we are able to predict the
maximum transverse distance from the axis of resonant
electrons. This can be used to predict the energies of such
electrons. We first calculate y,,,, predicted by Eq. (2), and
then use it to obtain Iy, & 1 + @3 yhy/4c?. Placing the
result in Eq. (1) gives the maximum energy and in a
compact form can be written as

' ag\¥3 (n,\ /3
Vieax =2 (—0) (—) : (3)
gcr nC

The prediction is valid only if the laser pulse is wide
enough and its propagation is stable for long enough to fully
complete the acceleration. Using the acceleration rate over
time from [49], the acceleration distance needed to achieve
the energy ', is Loe/A = 0.78a e (n, /n.) /3.

The prediction of the maximum energy for a given q
according to the above procedure is depicted by the lines in
Fig. 2(c). They are compared with maximum energies
achieved in corresponding PIC simulations (shown as
points). A higher value of a, enables particles to achieve
resonance at a bigger y..., and indirectly leads to higher
electron energies.

Note, that both theoretical predictions and PIC simula-
tions neglect the radiation reaction. The energy is not only
limited by Eq. (1) but also by the radiation reaction energy
losses [49]. For moderate laser field amplitudes used in
our simulations the field of the ion channel is the domi-
nant source of the radiation damping. The radiation limit
for electron energy is proportional to .~ (dagw?/

(02V/1))*>, and is more important for denser plasmas.
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FIG. 3. (a) Distribution function of electrons after the maxi-
mum cutoff energy is achieved. (b) Maximum energy (in the
simulation) over time. The acceleration stops after accomplishing
the theoretical maximum energy associated with the amplitude
vo- (c)—(d) Electron distribution in energy and instantaneous
distance from the axis y (not the same as y, as for most of
electrons y can be midoscillation). Each panel shows electrons
accelerated by lasers with different intensities, but the same spot
size, where in (¢) Wy =8 (d) Wy = 15 pm. The background
plasma density is n, = 0.01n, for all panels. Increasing «
resulted in electron acceleration further from the axis, and
consequently higher maximum energies. Increasing the spot size
had a similar effect.

Figure 3(a) shows the energy spectrum of the electrons
at the moment when the acceleration was complete by
reaching the maximum allowed energy given by Eq. (1).
The broadband energy spectrum is characteristic for the
DLA. The charge contained within the beam can be
defined as the number of electrons with energies higher
than the vacuum limit given by the y,,. & a% /2. We obtain
50 nC for ay = 27, 30 nC for ay = 60 and 30 nC for a; =
85 for the channel density n, = 0.01n,.. For the channel
density of 0.1n,., the total charge exceeds 100 nC for the 10
PW case. The conversion efficiency for our simulations
was in the order of tens of percent, see Appendix. The
maximum energy increase over time is shown in Fig. 3(b).
The maximum energy increases linearly with the propa-
gation distance until saturation and the fastest energy gain
is associated with the highest a. This is consistent with the
previously derived rate for the energy gain over time
dy/dt ~ ayw,/ VT [49]. The energy increase stops at ¥,.x
as defined by Eq. (3). This has important implications for
experiments: to achieve the theoretical energy limit, the
acceleration needs to be sustained for the distance L.

The most energetic electrons oscillate with y,,,, around
the channel axis, which is visible in Figs. 3(c) and 3(d) that
shows the two-dimensional electron histogram in energy
and instantaneous distance from the axis. The figures
demonstrate that if the laser pulse is not wide enough to
interact with electrons at the optimal transverse distance
(Wy < Ymax)» increasing the width W, of the laser pulse
leads to the increase in electron energy. This indicates that
the choice of W, was not optimal for the given ay. The
maximum energy at the maximum transverse oscillation
distance follows the theoretical prediction for both values

of W,. The highest energies are not located on-axis even
though this is the region with the highest intensity because
the electrons initially closer to the channel axis have a lower
energy limit. Such a dependence of maximum energies on
the oscillation amplitude consequently results in the fork-
ing structure of the phase space, which is one of the
experimental signatures of the DLA [23]. Note that the
high-energy electrons close to the y = 0 in Fig. 3(c) are in
fact electrons with a high y, midoscillation.

Choosing the optimal width of the laser pulse is crucial
for maximizing electron energies. If the laser pulse is
too wide (W, > y...), the laser energy is used for the
interaction with electrons beyond y,.. that cannot get
accelerated by the most efficient first harmonic resonance.
On the other hand, if the laser pulse is too narrow, electrons
with the potential to achieve the highest energies
(Vo ® Ymax) cannot get accelerated. Therefore, the laser
pulse is optimally focused when the laser waist and the
guiding channel width are matched to the oscillation
distance y,,.. To ensure matched conditions, an optimal
focal width for a given laser system can be estimated
analytically. We take that the betatron oscillations ampli-
tude should not exceed y ~ W)/1.2, where the amplitude of
the electric field is half of the maximum for a Gaussian
pulse. This can be expressed in terms of the equation as
Wo/1.2 = ypax(@,, P), where the field amplitude a, was
replaced by the laser power P. The optimal focus is then
achieved if the maximum amplitude of betatron oscillations
given by the laser width is equal to maximum resonant
distance y., expressed by Eq. (2). Preformed guiding
channel prevents the laser diffraction and along with the
self-focusing sets the upper limit on the laser waist.

Optimal focusing can be prescribed as a function of
the laser power given by P[PW]=~2.2 x 1073a3W3[um]/
22[pm]. The optimal value of the laser waist W, for a given
laser power P and the plasma frequency w, satisfies the
following equation

wa = (2ol2) | (2
0 w, 7 W)E,y

Equation (4) allows an optimal spotsize for any given laser
system to be found, summarized in Fig. 4(a) optical lasers
(A =1 pm). The obtained value of optimal spotsize defines
the maximum achievable energy shown in Fig. 4(b). At
higher density regions, these predictions are corrected due
to radiation reaction limit. The corresponding peak « in the
case of optimal focus is shown in Fig. 4(c). The calculations
reveal the energy electrons can gain is higher for lower
plasma densities, but they require a longer acceleration
distance as shown in Fig. 4(d). It was found out by Shaw

PPwW] 7 1 |
2.2x107° w1 '

(4)
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FIG. 4. (a) Optimal focusing of the laser as a function of total
power. At the given density, the maximum energy is achieved if
the stable propagation of the laser pulse is ensured for long
enough. (b) The value of electron energy that should be achieved
at ideal focusing of the laser pulse according to values in (a).
(c) The value of laser a, resulting from the optimal focusing.
(d) The acceleration length needed to achieve the maximum
predicted energies.

et al. [22] that the LWFA can contribute to the acceleration
process if a significant overlap between the transverse field
and trapped electrons is present. This happens if the
dimensionless parameter @ ,7j,eer/27ag & 1, where 7}y, is
the laser duration. Such an overlap of both mechanisms can
be expected at low plasma densities n, < 0.01n,., poten-
tially opening a path towards previously unreached electron
energies.

We note that the theoretical predictions presented above
neglect effects such as strong self-focusing as well as the
nonlinear effects after the injection of many electrons
that can alter the background field structure. Furthermore,
the value of ¢, influences the value of optimal laser width
and consequent electron energies. For the solution in Fig. 4,
&, = 0.2 was used consistently with the previously dis-
cussed scalings, which was also measured in PIC simu-
lations to be close to 0.2 for our conditions. However, the
value of ¢, can slightly vary depending on the shape of a
preformed channel, injection from channel walls or electron
pre-acceleration by the stochastic motion resulting from
instabilities present during the propagation. To illustrate the
validity of this choice, we have compared predictions of
Eq. (3) with the cutoff energies extracted from several
experiments and PIC simulations in Fig. 5. This illustrates
that the best case scenario obtained so far with no pre-
acceleration is &, = 0.2, using a wide range of laser
intensities and plasma densities, but also that it is not
straightforward to achieve these energies, even in simula-
tions. To ensure that the maximum energy corresponding to
& = 0.2 isreached, the propagation distance L, needs to be
ensured and the condition for laser focusing Wy > .«
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FIG. 5. Comparison of cutoff energies obtained in various

experiments and simulations with our scaling Eq. (3). The density
is normalized to the critical density. Triangles depict the values
obtained from simulations and stars depict experiments.

needs to be fulfilled to enable the acceleration of the most
energetic electrons.

In summary, we provide the path towards reaching
highest possible energies of electrons in near-critical
plasma and gas jets with the next generation of lasers
while achieving the high accelerated charge and conversion
efficiency. Because of the nature of DLA, the electron
energy cutoff depends nontrivially on the laser intensity.
Our PIC simulations in quasi-3D geometry demonstrate
that the pulse width has a central role in the acceleration
process, and they quantitatively agree with the predictions
of our analytical model. We have found that for multipeta-
watt lasers, the best strategy is to use a wide laser focus
(~10 laser wavelengths), low plasma density (around 0.01
n.), and operate at moderate intensity (aq ~ 60) as this
combination of parameters allows beam energy cutoff
~10 GeV. To obtain this result, it is necessary to ensure
a stable propagation of the laser pulse, without a significant
reduction of intensity over a few-mm distance. Laser
guiding within a preformed plasma channel is a good
candidate for accomplishing this. The simulations we
presented in this work predict beams with superponder-
omotive electrons in excess of 100 nC per shot, which can
be optimized in further studies.
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(a) Snapshot of the laser transverse electric field component at the moment, when electron maximum energies were achieved.

(b) Line-out of the transverse ion channel focusing field at x = 830 pm compared with the field used in the analytical model.
(c) Electron energies as a function of transverse displacement at the moment when the maximum energies were achieved. Panels
(a)—(c) depict the evolution in the self-guided regime (transversely constant plasma) and panels (d)—(f) depict the interaction in the
externally guided regime with the preformed plasma channel. Simulation parameters are ay = 27, Wy = 8 pm and n, = 0.1n,. In the
externally guided case the density n, refers to the plasma density at the channel axis.

Appendix A: Simulation parameters.—Simulations
presented in this Letter were performed using particle-in-
cell code OSIRIS in quasi-3D geometry. The simulation
box was 160 pm long in the laser propagation direction
and 40 pm wide in the perpendicular direction. The grid
was discretized into Ax x Ay = 9600 x 864 of cells.
The time step was Az = 2.55 x 107!7 s. The simulations
with the wider laser pulse were performed with the same
spatial resolution using a wider simulation box (the size
was increased in the transverse direction to 71 pm). For
both electrons and ions, 32 particles per cell were used.
The first two modes of the angular decomposition were
used. The axisymmetric mode that resolves the self-
generated channel fields and the nonaxisymmetric that
describes the linearly polarized laser field.

The transverse plasma density profile in the channel
(both the density of electrons and ions) was n(y)/n, =
Nmin + (Mmax — Mmin) (V/7)° up to the channel radius dis-
tance r. =20 pm. The n. corresponds to the critical
density for the laser of frequency @, and is defined as n, =
meyw?/e* where m is the electron mass, e is the electron
charge and ¢ is the vacuum permittivity. Such a channel is
defined in a way that n,,;, is the density in the center of the
profile and increases up to n,,, = 2n,aty = r.. Aty > r,,
the density decreases linearly to 1#n,.. The “channel density”
referred throughout the Letter, corresponds to the value of
nmin at the centre of the channel (on-axis). The density is
uniform along the propagation direction.

The duration of the laser pulse was 200 fs with an
envelope defined by the symmetrical polynomial function
that rises as 10> — 15¢* + 67°, where 7 = v/2/7, and 7, is
the pulse duration in FWHM. The transverse laser spotsize
was W, = 8 pm, while transverse dimensionless field
amplitude was defined as ay(y) = exp[—y*/W3]. The ratio

re/Woy=2.5 was kept constant throughout the work,
including the simulations with laser pulse Wy = 15 pm.
This means that the plasma density profile was adjusted
accordingly for the simulations with the wider pulse.

Appendix B: The role of laser guiding by the
preformed plasma channel—The energy scaling law
presented in this Letter [Eq. (3)] is valid under the
assumption of a sufficiently long and stable propagation
distance. In our simulations, this is ensured by a prefor-
med guiding structure provided by a quasineutral plasma
channel. However, the laser pulse can guide itself due to
the relativistic self-focusing for sufficiently large distances
in many scenarios even without external guiding. In
Figs. 6(a) and 6(d), the laser pulse is shown for both
cases at the moment when the electrons obtain the
maximum energy. The simulation parameters for the
comparison were: n, = 0.1n., Wy = 8 pm, and ay, = 27.
After nearly a 1 mm of propagation, the laser shape and
the intensity profile in both cases are comparable. The
Figs. 6(b) and 6(e) shows the ion channel field structure.
The transverse dependence of the quasistatic electric and
magnetic fields responsible for the betatron oscillations
are almost identical for the self-guided and the externally
guided scenario. It is also worth noting the agreement of
the field observed in the PIC simulations with the
dependence used in the analytical model E, ~ n,r/2n..
The separation of the laser field and the channel field
was possible due to the azimuthal decomposition of the
fields [58]. Panels (c) and (f) compare the electron 2D
histogram, which is a function of transverse distance and
the electron energy, with no appreciable difference noted.
Even though the laser pulse can propagate for sufficiently
long distances due to the self-focusing, the external
guiding allows us to have better control over the laser
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FIG. 7. Distribution function of electrons accelerated by the
IPW laser pulse focused optimally and slightly off optimal
focusing interacting with the plasma of density 0.1n,.. The
channel spotsize was controlled by the pre-formed plasma
guiding channel, which resulted in ay = 27 for the case with
Wy = 8 pm and a, = 54 for the case with W, =4 pm.

spot size during the propagation. This enables the laser
pulse propagation with laser spot size matched to the
maximum transverse resonant distance, resulting in the
most optimal DLA.

Appendix C: The energy conversion efficiency at the
optimal scenario.—The reader might wonder why we
focused on optimizing the cutoff energy rather than
the energy conversion efficiency. In fact, as shown in
Fig. 7, the optimal focusing and nonoptimal focusing
examples have comparable conversion efficiency into
hot electrons with energies over 220 MeV (21% and
23%). Both simulations were performed for the 1 PW
laser, externally guided and focused to different spot
sizes. One simulation (nonoptimal) was performed with
the laser pulse focused to Wy = 8 pm with gy = 27. In
the other simulation [optimal according to Eq. (4)] the
laser pulse was focused to W, =4 pm with a, = 54. We
can see that the optimal focusing led to the increase in
the cutoff energy from 1.6 to 2.6 GeV, while the total
accelerated charge is decreased by 16% and conversion
efficiency has changed only by a few percent. The energy
conversion efficiency is therefore not compromised by
our optimization focused on the cutoff energy.

It might be tempting to expect the energy conversion
efficiency to be lower for low plasma densities, which are
found optimal in terms of energy cutoff. This is not the
case, because the DLA can be highly efficient even if the
plasma density is decreased. For example, a simulation at
an order of magnitude lower density n, = 0.01n,,
Wy =8 pm, and ay =27 (1 PW) resulted in 50 nC of
accelerated charge, which is comparable to the results with
0.1n, mentioned above. The reason is the difference in the
total interaction time. As the energy gain over time is
slower at lower plasma densities, the propagation time (and,
consequently, the propagation distance) is longer. Since the
total injected charge increases linearly with time [62], a
lower plasma density does not automatically decrease the
total accelerated charge or the energy efficiency. In fact, it

[ ox a=27 ]
Fox ag=060 1
LR
2 I y ]
< 100 x g ]
L X -
[ x x x ]
0' S B B SR

0.1 0.2 0.3 0.4

wy,/ g

FIG. 8. Total electron charge with energies exceeding 300 MeV
obtained in simulations with different plasma frequencies and
laser intensities. The total charge was extracted at the moment
when the maximum energy in the simulation was achieved.

has been experimentally demonstrated that the plasma

density on the order of 10'%-10' ¢cm™ can result in a
high total charge of hundreds of nC [20,21].

Appendix D: The charge injection.—According to our
scaling, multi-GeV energies are expected at low plasma
densities. It has been previously demonstrated, that
the accelerated charge increases with the propagation
distance [62]. As laser propagates, electrons are captured
from the side at the laser pulse boundary or at the front
of the pulse and the quasistatic fields of the ion channel
capture those electrons along the axis of laser pro-
pagation. The longer laser propagates, the more charge
can get injected. Therefore, laser propagation over
several millimeters can compensate the slow electron
injection rate resulting in a very high total charge. The
total injected charge for various plasma frequencies and
laser intensities is shown in Fig. 8. The data points
correspond to the same simulations as those in Fig. 2(c).
All presented simulations are with the same spotsize (of
8 microns) for simplicity of comparison. The total charge
was taken at the moment when the injected charge in the
simulation reached the maximum. We have included only
electrons with energies exceeding 300 MeV. Note that
the moment corresponding to the maximum total charge
is not identical to the moment when electrons reach the
maximum energy. In general, the charge injection can be
happening even after the maximum energy is reached.

Several conclusions can be drawn from Fig. 8. The total
charge increases with the laser intensity @, and plasma
density (represented by the plasma frequency w,). A
deeper analysis of the performed simulations reveals that
the injection rate depends on the field amplitude a, and
plasma frequency w,, which then affects the total charge.
One should expect the injection rate also to depend on the
laser spotsize W, and the laser duration, since they
influence the total area of the laser-dense plasma interface
that determines the amount of available -electrons.
Obtaining a scaling for the total accelerated charge will
be a subject of our future work. Nonetheless, from these
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results, one can conclude, that the direct laser acceleration
by multi-PW lasers in underdense gas targets is capable of
providing electron bunches with a total charge of tens or
hundreds of nC.
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