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Conducting precise electronic-vibrational dynamics simulations of molecular systems poses significant
challenges when dealing with realistic environments composed of numerous vibrational modes. Here, we
introduce a technique for the construction of effective phonon spectral densities that capture accurately
open-system dynamics over a finite time interval of interest. When combined with existing nonperturbative
simulation tools, our approach can reduce significantly the computational costs associated with many-body
open-system dynamics.
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Introduction.—The interaction between electronic and
vibrational degrees of freedom governs various dynamical
processes in molecular complexes, such as energy and
charge transfer [1–9] and chirality-induced spin selectivity
[10–13]. This electron-vibrational (vibronic) interaction is
typically the result of a quasicontinuous low-frequency
vibrational spectrum and several tens of underdamped
high-frequency vibrational modes, whose phonon energies
are comparable to or larger than the thermal energy at room
temperature. Electronic states interact not only with near-
resonant vibrational modes [4,14–21], but also with multi-
ple modes over a broad frequency range with vibronic
coupling strengths beyond the weak coupling regime.
This is the case even for biological photosynthetic pig-
ment-protein complexes (PPCs) [22], where the vibronic
coupling is generally weaker than that achievable in
engineered molecular systems, such as synthetic dyes
and aggregates [23–25].
Vibrational environments characterized by a high degree

of structure and extending well beyond the weak coupling
regime have made it imperative to employ nonperturbative
methods for simulating electronic dynamics and optical
responses. Nowadays, a variety of nonperturbative tools
designed to address different system types are in widespread
use. The time-evolving density operator with orthogonal
polynomials algorithm (TEDOPA) [4,26,27] and thermo-
field-based chain mapping approaches [28,29] allow us to
fully consider highly structured vibrational environments,
but they have been applied primarily to small electronic
systems such as dimers. The multilayer extension of the
multiconfiguration time-dependent Hartree (ML-MCTDH)
method [30,31] tackles systems consisting of dozens of
electronic states and discrete vibrational modes, typically at
zero temperature as computationally expensive statistical

sampling is required to account for finite temperature
effects. Continuous phonon spectral densities of the spin-
boson model at zero temperature have been described by a
few hundred discrete modes in the weak coupling regime,
but several thousandmodes in the strong coupling regime to
obtain numerically exact results [32]. For multisite PPCs at
zero temperature, the low-energy parts of continuous pho-
non spectral densities of PPCs have been considered
approximately by using several tens of discrete modes per
site in ML-MCTDH simulations [33–36], but convergence
to the exact results [37] and its extension to full phonon
environments remain to be assessed. The time-evolving
matrix product operators method [38] and transfer-tensor-
TEDOPA [39] yield efficiency improvements when applied
to vibrational environments with correlation times shorter
than or comparable to the timescale of systemdynamics. The
hierarchical equation of motion (HEOM) [40] approach has
beenmainly employed to consider a broad vibronic coupling
spectrum consisting of a few peaks, as its computational
costs rapidly increasewith the number of exponentials in the
bath correlation function (BCF). The highly structured
vibrational environments of molecular systems have been
severely coarse grained in HEOM simulations [41–45]
based on two criteria [45]: the conservation of the total
vibronic coupling strength, quantified by reorganization
energy, and the agreement of monomer absorption spectra
computed based on actual and coarse-grained phonon
spectral densities, which can be readily computed in a
nonperturbative manner. However, the validity of the coarse
graining scheme has never been rigorously tested for multi-
chromophoric systems using nonperturbative methods.
In this Letter, we leverage the observation that the

complexity of the BCF, the key determinant of open-
system dynamics, increases with time in the presence of
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highly structured spectral densities. We develop a system-
atic and reliable method for constructing effective envi-
ronments that describe system dynamics accurately within
a chosen finite time interval of interest. When combined
with the dissipation-assisted matrix product factorization
(DAMPF) [46], a nonperturbative method for simulating
open-system dynamics, our approach is capable of captur-
ing the influence of environmental fluctuations on elec-
tronic system dynamics, while considerably reducing the
computational costs. We demonstrate the efficiency of the
method by presenting the absorption spectra of the Fenna-
Matthews-Olson (FMO) photosynthetic complex at finite
temperature, computed for the first time in an accurate and
nonperturbative manner based on experimentally estimated
phonon spectral density [47]. Furthermore, we show that
conventional coarse graining schemes can fail to reproduce
the absorption spectra based on actual vibrational environ-
ments, even qualitatively. This underscores the importance
of systematically constructing effective environments in
open-system simulations. Importantly, our method extends
beyond the simulation of absorption, enabling one to
reduce the computational costs of nonperturbation simu-
lations of general open-system dynamics.
Model.—Considering a multichromophoric system

consisting of N pigments, we express the electronic
Hamiltonian within the single excitation subspace as He ¼P

N
i¼1 ϵijϵiihϵij þ

P
N
i≠j Vijjϵiihϵjj, where jϵii denotes a

local electronic excitation of pigment i with site energy
ϵi and Vij an intrapigment electronic coupling. Here we
assume that higher-energy excited states do not contribute
to the low-energy part of linear optical spectra, which is a
reliable description of PPCs consisting of bacteriochlor-
ophylls such as the FMO complex [3]. Considering an
ensemble of PPCs, the site energies ϵi of pigments can vary
due to nonidentical local environments, resulting in static
disorder. This can be addressed by sampling the site
energies ϵi from independent Gaussian distributions with
mean values hϵii and a standard deviation of σ, here taken
as σ ¼ 80 cm−1, a typical value for PPCs [3,22].
The vibronic interaction is modeled by He−v ¼P
N
i¼1 jϵiihϵij

P
k ωk

ffiffiffiffi
sk

p ðbi;k þ b†i;kÞ, where bi;k and b†i;k
denote the annihilation and creation operators, respectively,
of a vibrational mode with frequency ωk, locally coupled to
pigment iwith a coupling strength quantified by the Huang-
Rhys factor sk. He−v is fully characterized by a phonon
spectral density JðωÞ ¼ P

k ω
2
kskδðω − ωkÞ, and the total

vibronic coupling strength is quantified by the reorganiza-
tion energy

R
∞
0 dωJðωÞ=ω. In this Letter, we consider the

experimentally estimated phonon spectral density of the
FMO complex [47] shown in blue in Fig. 1(a), consisting
of a quasicontinuous protein spectrum, modeled via the
Adolphs-Renger (AR) spectral density JARðωÞ, and 62
intrapigment vibrational modes, each modeled by a
narrow Lorentzian spectral density (see Supplemental

Material [48]). Given the vibrational Hamiltonian Hv ¼P
N
i¼1

P
k ωkb

†
i;kbi;k, the total Hamiltonian of the PPC is

given by H ¼ He þHv þHe−v.
BCF-based coarse graining.—Absorption spectra are

determined by the time evolution of optical coherences
between electronic ground and excited states that are
created by external light. The broadening of absorption
line shapes is induced by a finite lifetime τ of the optical
coherences, determined by vibronic couplings He−v and
static disorder, which is approximately τ ≈ 300 fs for the
FMO complex and dimeric systems at T ¼ 77 K that we
consider in this Letter.
When an open system couples linearly to a harmonic

environment, initially in thermal equilibrium at temperature
T, the influence of the environment on the reduced system
dynamics is fully determined by the BCF CðtÞ ¼R∞
0 dωJðωÞ½cothðω=2kBTÞ cosðωtÞ − i sinðωtÞ� [58]. More
specifically, the reduced system density matrix ρsðτÞ at a
finite time τ is solely determined by CðtÞ for 0 ≤ t ≤ τ,
without any influence from CðtÞ for t > τ. Therefore, the
physical quantities determined by system dynamics over a
finite time τ can be simulated by using an effective spectral
density instead of an actual one, provided that their BCFs
are well matched for 0 ≤ t ≤ τ. This implies that, for
accurate simulations of the FMO absorption spectra, one

FIG. 1. (a) Experimentally estimated phonon spectral density of
the FMO complex [47] (blue) and effective spectral density
consisting of six Lorentzian peaks (red). (b) FT spectrum of the
Gaussian-filtered BCF of the full FMO spectral density at 77 K
(blue) and that of the effective spectral density (red). (c) BCFs of
the full FMO (blue) and effective (red) spectral densities without
the Gaussian filter. (d) Absorption spectra of a seven-site FMO
model at 77 K, computed by DAMPF based on the full FMO
(blue) and effective (red) spectral densities where mean site
energies and Gaussian broadening were considered (see the main
text). The FMO absorption spectra computed based on randomly
generated site energies with the effective spectral density are
shown as a black dashed line.
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needs to construct an effective phonon spectral density
quantitatively describing the BCF of the full FMO spectral
density up to τ ≈ 300 fs.
In Fig. 1(b), the Fourier transformed (FT) spectrum of

CðtÞ of the full FMO spectral density at T ¼ 77 K over
0 ≤ t ≤ 300 fs is shown in blue. Since a sharp cutoff of
CðtÞ at t ¼ 300 fs leads to ringing artifacts, we applied a
Gaussian filter before the FT, so that the Gaussian-filtered
BCF CðtÞe−t2=2σ̃2 with a standard deviation σ̃ ¼ 100 fs
becomes negligible at t > 3σ̃ ¼ 300 fs. The Gaussian filter
also makes the FT spectrum dominated by CðtÞ at early
times, which has more impact on system dynamics than
CðtÞ at later times. Noticeably, the FT spectrum is much
less structured than the full FMO spectral density, as the
former can be well reproduced by a sum of the Gaussian-
filtered BCFs of only six Lorentzian spectral densities, as
shown in red in Fig. 1(b), with one representing the
contribution of the broad AR spectral density and five
describing that of the 62 intrapigment modes [48]. Here the
parameters of the effective spectral density, shown in red in
Fig. 1(a), were determined in such a way that the total
reorganization energy and Huang-Rhys factor of the full
FMO spectral density are conserved. Figure 1(c) shows that
the BCFs of the effective and full FMO spectral densities
are well matched up to t ≈ 300 fs. We note that a similar
degree of reduction in the complexity of phonon spectral
densities can be found for other systems (see Supplemental
Material [48]).
To demonstrate that the effective spectral density can

describe the FMO absorption spectra accurately, we
employ DAMPF [9,46] with electronic Hamiltonian He
of the FMO complex estimated in Ref. [3]. Figure 1(d)
shows the absorption spectra of the seven-site FMO model
computed by DAMPF based on the full FMO and effective
spectral densities, respectively, shown in blue and red,
which are quantitatively well matched. Here, the static
disorder was treated approximately by computing the
optical coherence dynamics using the mean site energies
hϵii of the FMO complex and multiplying it by a Gaussian
broadening e−t

2=2σ̃2 , so that the coherence decays within
3σ̃ ¼ 300 fs. The use of the effective environmental spec-
tral density described above reduces the computational time
(memory cost) from 40 to 3 min (from 400 to 4 MB) when
compared to a simulation with the full FMO environment
(all simulations were executed using 15 cores in an Intel
Xeon 6252 Gold CPU). Since an accurate description of
static disorder requires the repetitions of optical coherence
simulations with randomly generated site energies, typi-
cally requiring ∼103 samples, the reduction in computa-
tional costs enables one to efficiently and accurately take
into account the ensemble dephasing induced by static
disorder, as shown as a black dashed line in Fig. 1(d), where
the absorption spectra were computed using the effective
spectral density and randomly generated site energies ϵi.
The reduction in computational costs will become even

more relevant in molecular parameter estimation, where the
mean site energies hϵii and electronic couplings Vij are
optimized until experimental absorption spectra are quan-
titatively reproduced in simulations [22], thus requiring a
much larger number of nonperturbative computations. We
note that the computational advantage can become more
pronounced for larger vibronic systems with stronger
system-environment correlations [48].
So far we have demonstrated how the effective environ-

ment can reduce the computational costs of DAMPF and
still describe the full environmental effects. Here we
discuss how the effective environment approach can impact
the computational costs of other existing methods. In
conventional HEOM simulations [59], the information
about the correlations between system and environments
is encoded in a hierarchical structure of auxiliary operators
whose dimensions are identical to that of a reduced system
density matrix. For a typical PPC model consisting of N
pigments, coupled to local vibrational environments mod-
eled byM Lorentzian spectral densities, the total number of
auxiliary operators up to the Lth hierarchical layer is given
by ð2NM þ LÞ!=ð2NMÞ!=L! when the Matsubara terms
are not considered [60]. For a dimer (N ¼ 2), absorption
simulation costs are reduced by almost 5 orders of
magnitude, from ∼0.27 TB to ∼3.8 MB, as the number
of Lorentzians is decreased fromM ¼ 62 toM ¼ 6, when a
typical hierarchical depth L ¼ 5 is considered. For multi-
chromophoric systems consisting of N ¼ 10, 20, and 30
pigments, when our effective spectral density with M ¼ 6
is considered with L ¼ 5, the HEOM simulation costs of
absorption simulations are approximately ∼0.038, 2.3, and
25 TB, respectively. This may enable HEOM simulations
of functionally relevant PPC units, such as the FMO
complex (N ¼ 7) from green sulfur bacteria [61], the
PC645 complex (N ¼ 8) from marine algae [45,62], and
LH2 (N ¼ 27) from purple bacteria [63,64].
To demonstrate that the accuracy of the effective envi-

ronment approach is insensitive to system parameters,
dimer absorption spectra at T ¼ 77 K computed by
HEOM based on the full FMO and effective spectral
densities are shown in Figs. 2(a) and 2(b), respectively,
as a function of the electronic coupling V ¼ V12. Here the
site energies ϵi were randomly generated with identical
mean values hϵ1 − ϵ2i ¼ 0, and the transition dipole
moments of the two pigments were chosen orthogonal
[48]. It is notable that the dimer absorption spectra
computed with the effective environment are quantitatively
well matched to the full environment model results, over
the considered range of the electronic coupling strength V.
This shows that accurate absorption spectra can be obtained
by using the effective environment constructed based on
BCF, independent of the parameters of the system
Hamiltonian.
Conventional coarse graining.—Contrary to the BCF-

based effective environment, coarse-grained environments
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in previous HEOM studies [43–45] have been constructed
using different criteria. In Fig. 2(c), a typical coarse-grained
environment is shown in red, where the 62 Lorentzian
peaks are replaced by a single, broader one. Here the
parameters of the broad Lorentzian were determined in
such a way that the total reorganization of the 62 intra-
pigment modes is conserved, and the absorption spectra of
monomer (N ¼ 1) at 77 K computed with the full and
coarse-grained environments are well matched, as shown in
Fig. 2(d). It is notable that the dimer absorption spectra
computed by HEOM based on the coarse-grained environ-
ment, shown in Fig. 2(e), are even qualitatively different
from the full environment model results shown in Fig. 2(a).
This is due to the significant deviations between the BCFs
of the coarse-grained and full FMO spectral density, as
shown in Fig. 2(f), thus demonstrating that the conventional
criteria for constructing coarse-grained environments are
not sufficient to simulate open-system dynamics in a
reliable way.

TEDOPA-based coarse graining.—So far we have
demonstrated how an effective environment can be con-
structed for nonperturbative simulation tools where con-
tinuous spectral densities are considered. Here we discuss
how an effective discrete environment can be systemati-
cally constructed for other nonperturbative techniques
based on discrete modes.
In thermalized-TEDOPA (T-TEDOPA) [26], a vibra-

tional environment is mapped into a semi-infinite one-
dimensional chain of quantum harmonic oscillators, where
the electronic states couple only to the first site of the chain
and every oscillator interacts only with its nearest neighbors
[4,65]. In a crucial step toward the simulation of spectral
densities at finite temperature, T-TEDOPA implements a
transformed spectral density determined such that all the
environmental oscillators in the chain are initialized in their
vacuum states and the system dynamics is provably
identical to that of the original finite temperature problem
[26]. As a consequence, the first oscillator directly coupled
to the electronic states is populated at early times and then
the population is transferred through the semi-infinite
chain. This allows a truncation of the chain in such a
way that the BCF is well described within a finite timescale
until the population reaches the truncated site, thus ensur-
ing arbitrarily small error in the system observables such as
spectra [66]. The finite number of oscillators of the
truncated chain results in a discrete phonon spectral density
[27]. Figure 3(a) shows the BCF of the truncated
T-TEDOPA chain consisting of 51 oscillators, which
reproduces the BCF of the full FMO spectral density up
to 300 fs (as the number of oscillators increases, the BCF
can be reproduced for a longer timescale). The correspond-
ing discrete phonon spectral density, shown in black dots in
Fig. 3(b), is qualitatively similar to the effective phonon
spectral density constructed based on the previously
described FT-based approach with a Gaussian filter. In
addition, the discrete spectral density may reduce the
computational costs of other nonperturbative tools based
on discrete modes. In previous ML-MCTDH simulations of
PPCs [33–35], continuous spectral densities in the low-
frequency regime were modeled by discrete modes with

FIG. 3. (a) BCF of the full FMO spectral density at 77 K (blue)
and that of a truncated T-TEDOPA chain (orange). (b) Discrete
phonon spectral density of the truncated T-TEDOPA chain (black
dots) and the full FMO (blue) and effective (red) spectral densities
shown in Fig. 1(a).

FIG. 2. (a),(b) Dimer absorption spectra at 77 K as a function of
electronic coupling V, computed using HEOM with (a) the full
FMO and (b) effective spectral densities shown in Fig. 1(a).
(c) The full FMO spectral density (blue) and conventional coarse-
grained spectral density (red). (d) Monomer absorption spectra at
77 K computed based on the full (blue) and conventional coarse-
grained (red) spectral densities. (e) Dimer absorption spectra at
77 K, computed by HEOM with the conventional coarse-grained
model. (f) BCFs of the full FMO (blue) and conventional coarse-
grained (red) spectral densities at 77 K.
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frequencies equally spaced within an interval of 4 cm−1.
When applied to full phonon spectral densities with
frequencies up to ∼2000 cm−1, this results in several
hundreds of discrete modes per site. The number of discrete
modes can be dramatically reduced when the
T-TEDOPA chain is systematically truncated based on
the BCF and timescale of interest, as in the case of
absorption simulations requiring only several tens of
discrete modes. This is in line with the numerical obser-
vations that the chain mapping outperforms other discre-
tization schemes [67].
Conclusions.—We have developed a systematic method

to construct effective vibrational environments that describe
efficiently electronic dynamics in the presence of highly
structured vibrational environments within a finite time
interval. When integrated with existing nonperturbative
simulation tools, our approach yields a substantial reduc-
tion in computational resources, particularly when the
environmental correlation time exceeds the timescale of
the targeted system dynamics. With increasing simulation
timescales, for example, from the subpicosecond timescale
of linear optical responses to the picosecond timescale of
energy and charge transfer dynamics and nonlinear optical
responses, the FT spectrum of the BCF of highly structured
vibrational environments grows increasingly complex,
revealing the multimodal nature of these environments.
Nonetheless, our effective environment construction
requires fewer computational resources than modeling
the actual environment [48]. The effective environment
can be applied in general nonperturbative simulations of
multipartite systems coupled to harmonic environments,
including polaritonic systems where emitter-photon cou-
pling spectra are highly structured [48,68,69]. This may
also support studies concerning the feasibility and resil-
ience of proposed molecular information processors [70]
and offer insights into the primary environmental structure
responsible for open-system dynamics and its impact on
experimentally observable quantities.
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