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Cells employ control strategies to maintain a stable size. Dividing at a target size (the “sizer” strategy) is
thought to produce the tightest size distribution. However, this result follows from phenomenological
models that ignore the molecular mechanisms required to implement the strategy. Here we investigate a
simple mechanistic model for exponentially growing cells whose division is triggered at a molecular
abundance threshold. We find that size noise inherits the molecular noise and is consequently minimized
not by the sizer but by the “adder” strategy, where a cell divides after adding a target amount to its birth size.
We derive a lower bound on size noise that agrees with publicly available data from six microfluidic studies

on Escherichia coli bacteria.
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Maintaining a stable cell size is a central requirement of
life. Fatal consequences to large cell size fluctuations
include cytoplasm dilution [1] and impaired mitochondrial
function [2]. Additionally, cell size is important for
optimizing nutrient intake [3,4], accommodating intracel-
lular content [4,5], maintaining uniformity in tissues [6],
and more [7]. Size stability, in exponentially growing cells,
does not emerge passively: because of unavoidable noise in
growth and division, cells employ active size control
strategies [3,4,6]. The strategy predicted to produce the
tightest cell size distribution is known as the “sizer” [8,9].
In this strategy, a cell divides when a target size is reached,
regardless of its birth size or the required growth time.
Because the sizer attempts to reset the cell size every
generation, it makes sense that this strategy would lead to
minimal size noise. Yet, pure sizers are rarely observed in
microbial growth control.

The prediction that a sizer has the lowest size noise is
based on phenomenological models that ignore underlying
molecular mechanisms [8,10-12]. Dividing at a target size
requires a molecular mechanism that tells the cell when the
target is reached, and that mechanism may have its own
noise that impacts size noise. Indeed, molecular noise has
been shown to have important effects on cell size control,
even in a high gene expression regime [13,14]. Noise in
the accumulation of a division-triggering molecule can
explain the universality of size distributions in the “adder”
strategy [15], where a cell divides after adding a target
amount to its birth size [8,16,17]. Noise in the accumu-
lation threshold itself contributes to size noise and can even
alter the observed strategy among sizer, adder, and “timer”
(where a cell divides after a target time) [18]. Molecular
noise in the DNA replication mechanism [19] or cell-to-cell
variability [20] can make sizer control appear adderlike.
Together, these works show that molecular noise has a
driving impact on cell size control, but a simple and
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mechanistic understanding of its effects on cell size noise
across the timer-adder-sizer spectrum remains elusive.

Here we introduce a mechanistic model of cell size
control in which division occurs when a single molecular
species (such as FtsZ [3,21] or peptidoglycan [22]) accu-
mulates to an abundance threshold. The model admits
the timer, adder, and sizer as limits, and we find that the
variance in birth size is minimized by the adder, not the
sizer. The reason is that the sizer mechanism requires active
protein degradation in our model, resulting in high molecu-
lar noise for a fixed protein production cost, and this noise
overpowers the sizer’s otherwise tight control. We predict a
lower bound on size noise that is lowest for the adder and
find agreement with publicly available data from six
microfluidic studies on Escherichia coli bacteria.

We first summarize the prevailing phenomenological
model of cell size control [8,12]. The simplest form
assumes that a cell grows exponentially at a constant rate
and divides in half [Fig. 1(a)]. In the nth generation, a cell
with birth size b,, and growth rate a has size

$a (1)

at time z. Denoting the division time as t,,, the new birth size
is b, = b,e® /2. Defining €, = In(b,/b) as the loga-
rithmic deviation of the birth size from its long-time
average, and o, = at, —In2 as the deviation of the
exponential phase from its expected value for size dou-
bling, this expression becomes

= b,e" (1)

€ny1 = €, + 6. (2)

If 6, is independent of €, then Eq. (2) describes a random
walk, which is not stable. Therefore, most size control
models assume that the phase corrects for deviations in the
birth size [10,12,23],
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FIG. 1. (a) A cell grows exponentially and divides in half.

(b) The birth size fluctuates. (c¢) Division occurs when a
molecule reaches an abundance threshold. Noise in the molecule
number contributes to noise in the birth size. Here y = 1072,
p =1, and k/a = 50.

6}1 = _ﬂen + Mp- (3)

Here, the homeostasis parameter f sets the strength of
the correction, and 7, is uncorrelated Gaussian noise.
Equation (3) ensures that cells born larger (¢, > 0) grow
for less time (6, < 0) on average.

The values f =0, 1/2, and 1 correspond to the timer,
adder, and sizer strategies, respectively [8,12]. Corre-
spondingly, /8 controls the noise in the birth size, o7/b>
[Fig. 1(b)]. Specifically, experiments in bacteria suggest
o,/b~20% [21,24-28], for which o?~o?/b* < 1.
Inserting Eq. (2) into Eq. (3) and considering the variance
obtains 67 = (1 — f)?62 + o7 in steady state. Solving for
o2, we see that the size noise,

7 o~ 2 oy

Y- W
is minimized for the sizer at f = 1.

In Eq. (3), the homeostasis parameter f and the timing
noise 77, are phenomenological, rather than arising from an
underlying molecular mechanism. Our key advance will be
to show that the mechanism that sets  also affects 7,,, such
that the two are not independent as commonly assumed.
Instead, we will see that the coupling between f and 7,
endows 6% in Eq. (4) with an effective f dependence,
opening the possibility that the sizer does not minimize size
noise after all.

Consider a molecular species whose abundance x trig-
gers cell division when it reaches a threshold x, [Fig. 1(c)].
We intend this construction to be minimal and generic
[15,29], but we are also motivated by specific molecular
species in bacteria such as FtsZ [3,21] or peptidoglycan
[22] that are thought to accumulate to a threshold amount to

initiate division. We assume that the threshold is fixed and
focus on the timing noise in reaching it, rather than
preexisting noise in its value [18]. For simplicity we ignore
the initiation of DNA replication, which is also thought to
be an important trigger for cell division and can affect size
control [19].

We prescribe the simplest possible reactions for x,
namely, linear production and degradation. We will see
that allowing production to either scale with [21,22] or be
independent of cell size will allow the model to reduce to
the timer, adder, and sizer strategies in particular limits.
Thus, the dynamics of x within generation n are

dx,
dr

=v+us, _/b?nv (5)

where v is the size-independent production rate, us,, is the
size-dependent production rate, A is the degradation rate,
and the bar denotes the fact that we will later be interested
in the noise in x. Although Eq. (5) is not the only model that
spans the timer-adder-sizer spectrum [30], we are motivated
by experiments that specifically suggest that degradation
[21] and size-proportional production [21,22] are respon-
sible for sizer and adder control, respectively, as we will see
for our model below. For simplicity and consistency with
the phenomenological model above, we neglect the effects
of nonexponential growth [31,32], heterogeneous growth
rates [14,33], and noisy [12] or asymmetric division
[25,34,35] (although we relax the latter two assumptions
later on). We further assume that x is initialized at x, /2 each
generation, corresponding to symmetric partitioning at
division, although none of our conclusions change if
instead x is initialized at zero, for example, if the molecule
is cleared or used in pole construction [22].

If w =24 =0in Eq. (5), then X,(¢) = x,/2 + vt, which
reaches x, in a constant time, corresponding to the timer
strategy. If instead v=A1=0, then Xx,()=x,/2+
ub,(e* —1)/a using Eq. (1). Solving the division con-
dition x,(¢) = x, for ¢ and inserting it into Eq. (1) obtains
s, = b, + ax,/2u, which shows that the cell adds a
constant amount to its birth size—the adder strategy
[21,22]. Finally, if only v =0, then Eq. (5) reads
dx,/dt = us, — Ax,. If degradation is much faster than
cell growth, A > a, then s,,(¢) is quasistatic on the response
timescale of x, and X,(¢) ~ us,(7)/A. Thus, a molecule
number threshold is equivalent to a size threshold, corre-
sponding to the sizer strategy. These three limits suggest
that we define two dimensionless parameters, y = v/ub
and p = 1/a, for which the timer, adder, and sizer corre-
spond to {y>l,p<xl1}, {r<lp<l1}, and
{y < 1,p > 1}, respectively, as illustrated by the icons
in the corners of Fig. 2(a). For reference, a complete list of
parameter definitions is given in [36].

In our model, the homeostasis parameter  defined by
Eq. (3) is a function of the mechanistic parameters y and p.
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FIG. 2. (a) Homeostasis parameter f is a function of mecha-

nistic parameters y and p in our model. Symbols indicate limiting
cases of timer (upper left), adder (lower left), and sizer (lower
right). (b)—(d) Dependence of each component of the size noise
on y and p. (e) Rescaled size noise (CV?) vs homeostasis
parameter f from simulations.

To see this, we write the general solution to Eq. (5), x,,(¢)=
X, €0/ 24 (/) (B, / B) (€ =) (1 +p) +7(1 —e7)
p]/(1+4y). Here we have defined k = v + ub as the total
molecule production rate. It represents the intrinsic bio-
chemical rate at which a molecule is produced, and there-
fore we keep it fixed throughout. Fixing k is consistent with
observed dependences of constitutive gene expression [37]
(in the timer limit) and of balanced biosynthesis [21,22] (in
the adder limit) on the cell growth rate. Nevertheless, we
find that our conclusions are unchanged if we instead fix
the threshold x, [36].

To find 8 from %, (¢), we again take ¢, = In(b,,/b) to be
small, and we consider times ¢ near division, where 6 =
at —In 2 is expected to be small. We expand the expression
for x,(¢) to linear order in €, and & as

X,(t) ® ¢y + cre, + 26, (6)

where the expansion coefficients ¢y, c¢;, and ¢, are
functions of x,, v, p, and k/a [36]. At division, we have
%,(t) = x, and § = §,,. The constant terms in Eq. (6) then
read x, = c¢q, which when solved for x, obtains

T 2<1k-/i-a7/> {1 Jlrp +£ <2rr_—11>]’ 7)

where r = 27. Equation (6) then reads &, = —(c/c» )€,
which when compared with Eq. (3) implies

2
p=t= e )
¢ 4rr+(g-2)r
where g = yp + v, and the second step includes inserting
Eq. (7) into the expression for ¢,. Equation (8) is plotted in
Fig. 2(a), and we see that, as expected,  approaches 0, 1/2,
and 1 in the timer, adder, and sizer limits, respectively.
In principle, having calculated f for our model, Eq. (4)
would then give the size noise. The factor f~!(2 — )~
from Eq. (4), which we call the homeostasis factor, is
plotted in Fig. 2(b), and we see that it is smallest for the
sizer and largest for the timer, as commonly expected.
However, thus far we have ignored noise in x. Noise in x
will propagate to noise in division timing and, in turn, to
noise in cell size [15] [Fig. 1(c)]. To see this, we calculate in
our model the statistics of the noise term 7, defined by
Eq. (3). Specifically, the timing noise is

0% -2 (03 )
2 2 ~ -n 2 = L‘e”
o= <66”‘€”> " <<55 50) GX”|€”> B C% - 0

The first step follows from Eq. (3), conditioned on birth
size, where the average is over birth size. The second step
approximates the division noise (the noise in the first-
passage time for x, to reach x,) by the molecule number
noise, propagated via derivative. The third step takes this
derivative from Eq. (6). We solve for the molecule number
noise from the master equation [36] and find that it varies
between the Poissonian limits of <a§n|€"> =x,/2forp <1
and (ain‘en) = x, for p > 1 [38]. Inserting it into Eq. (9)
gives the timing noise, plotted in Fig. 2(c). We see that the
timing noise is largest for the sizer. The reason is that the
sizer requires strong degradation (p > 1), which, at a fixed
production rate k, corresponds to fewer total molecules.
Indeed, Eq. (7) shows that x, - 0 as p — 0. A lower
threshold x, is reached in fewer sequential steps, corre-
sponding to larger timing noise.

The size noise is the product of the homeostasis factor and
the timing noise [Eq. (4)]. Using Eqs. (8) and (9), o3 /b*~
(0)26" e, )/[¢1(2¢2 = ¢1)]. Inserting the molecule number noise

and expansion coefficients and simplifying [36],

op _al(l+y)(1+p)2r7=1)[(g+2p)r=(g+p)]
B> k| pl8r+4(g—1)r*=2(g+1)r+1] ’

(10)

where again r = 2” and g = yp + y. Equation (10) is plotted
in Fig. 2(d), and we see that it is minimized for the adder. The
reason is that the homeostasis factor is largest for the timer
[Fig. 2(b)], whereas the timing noise is largest for the sizer
[Fig. 2(c)], and this tradeoff makes their product smallest in
between, for the adder. We have checked that Egs. (8) and (10)
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agree with growth-and-division simulations, with division
driven by stochastic reactions corresponding to the terms in
Eq. (5) [39].

Because Egs. (8) and (10) each depend on at least two
parameters, there is no unique function relating the observ-
ables 62/b* and f3. However, there is a lower bound. The
lower bound is obtained by solving Eq. (8) for y, inserting
the solution into Eq. (10), and minimizing with respect to p.
We find numerically that the minimum corresponds to
p—>0when0 < f<1/2andtoy - Owhen1/2 < < 1.
In these limits, Eq. (10) becomes

oy, _alk {(1—ﬁ)[ﬂ+(1—2ﬂ)ln2] p<1/2
B c2f—4p+1)In(1=p) p>1/2,

O
b~ p2-Pp)

where ¢ = (21n 2)~!. Equation (11) is smallest for the
adder (8 = 1/2), giving 62 /b > a/3k. Equation (11) also
makes clear that size noise decreases for smaller a or larger
k, either of which allows more molecules to be produced in
a generation. Finally, the denominator in Eq. (11) is the
homeostasis factor #~!(2 — )~!. Comparing with Eq. (4),
this fact makes clear that the molecular mechanism has
endowed the timing noise o% with a f dependence, i.e., the
numerator in Eq. (11).

We test Eq. (11) against our simulations [36] in Fig. 2(e).
Each point corresponds to a different value of y, p, and a/k,
sampled uniformly in log space. We see that the simulated
data points obey a lower bound on rescaled size noise
ko? /ab? at each 3 value, in good agreement with Eq. (11),
with minor discrepancy due to the approximations we made
in Egs. (6) and (9). We also test the robustness of our results
to other typical noise sources, including growth rate
variability, molecule partitioning noise, and noise in the
molecular abundance threshold x* [40] (Fig. S1 [36]). We
find that adding noise sources generally increases size noise
levels, as expected. Moreover, we find that noise in x*,
depending on the correlation time of fluctuations, can shift
the data towards the timer (for large correlation time) or the
sizer (for small correlation time), consistent with previous
results [18]. In all cases, our predicted bound is obeyed, and
a clear minimum in size noise exists away from the sizer.

Since Eq. (11) depends on a, to compare our theory with
experiments, we must take the dependency of a on f into
account. Because our theory does not probe «a directly, but
rather the ratio p = A/a, we rely on experimental data to
determine the a — f relation empirically. Figure 3(a) shows
publicly available data from six microfluidic studies on E.
coli [21,24-28] (see Ref. [36] for data analysis). We see that
P generally decreases with a across studies, a trend that is
widely observed [10,21,27]. We fit the data in Fig. 3(a)
to an exponentially decaying function, resulting in a =
3.1 exp (—1.6f) hr~! (black line).

Inserting this dependence into Eq. (11) gives the lower
bound shown in Fig. 3(b) (black line), along with the
corresponding simulation data and their convex hull shown
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FIG. 3. (a) Growth rate a vs homeostasis parameter f from
publicly available data. Data fit to a(f) = 3.1 exp (—=1.6f) hr™!
(black line). (b) Size noise (CV?) vs  from data in (a), compared
to theoretical lower bound [Eq. (11)] and simulations, with a(f)
inserted, and to the best-fit standard model [Eq. (4)]. In (b),
k = 0.8/min, set such that the convex hull of simulation points
first intersects the data.

in gray. We compare this prediction to experimental size
noise data from the same six studies. We see that the theory
explains the data, specifically the strong falloff of the size
noise with 8 in the timer-adder region, the minimum near
the adder, and the increase of noise with f in the adder-sizer
region (in particular the data from [21], although more data
would be needed at large f to verify this increase). In
contrast, we see that the best fit of the standard model
[Eq. (4) purple] fails to explain these features and is a
poorer description of the data. Note that to set k in Eq. (11),
we decrease it (thus increasing the predicted noise bound)
until the simulation convex hull first intersects the data in
Fig. 3(b). The resulting value of k£ = 1/min is a plausible
rate of protein production [41] and corresponds to a copy
number of at least 50-500 molecules per cell [42].
Consistently, experimental estimates of the number of
FtsZ proteins per cell are in the thousands [43].

We have demonstrated, using a minimal model of
threshold-triggered division in bacteria, that cell size noise
is minimized by the adder strategy, not the sizer strategy as
conventionally expected. The reason is that molecular
noise, missing in the conventional framework, amplifies
size noise in the sizer limit, defined in our model by active
protein degradation as suggested in experiments [21]. The
amplification is due to high timing noise [Figs. 2(c) and
2(d)], consistent with recent related work [44]. Our
predictions are supported by data from six studies in E.
coli [21,24-28] [Fig. 3(b)]. Specifically, we find that while
the data span a range of f3, for a given f most data lie close
to the predicted noise bound, with exceptions that may be
due to variations from other noise sources (Fig. ?? [36]).
This suggests that size noise might not be minimized
globally, but rather, for a given size control strategy,
minimized for that strategy. Additionally, we predict that
if cells are forced deeply into the sizer regime, either by
slowing growth [21,27] or perturbing degradation [21], size
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noise should increase, not decrease as predicted by the
standard model [Fig. 3(b)].

Most bacteria exhibit adder control [11,17,25,26], rais-
ing the question of whether the adder is optimal in some
sense [44,45]. Our model suggests that the adder, not the
sizer, may provide the tightest attainable size control for
bacteria. Other organisms show different size control
mechanisms, with fission yeast, for example, exhibiting
a strong sizer [46]. In fission yeast, division timing depends
on a concentration threshold rather than a molecule number
threshold as studied here [47]. We leave concentration-
dependent size control for future work.

Our Letter emphasizes that the molecular mechanism
underpins not only the size control strategy, but its statistics
as well. Although we have focused on size noise in this
Letter, we anticipate that this idea will have consequences
for other questions traditionally informed by a phenom-
enological understanding of size control, including multi-
generational memory [48], cell geometry [20], population-
level effects [49], and more.

We thank Hanna Salman and Fangwei Si for valuable
discussions. This work was supported by National Science
Foundation Grants No. PHY-2118561 and No. DMS-
2245816.
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