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Building large-scale superconducting quantum circuits will require miniaturization and integration of
supporting devices including microwave circulators, which are currently bulky, stand-alone components.
Here, we report the measurement of microwave scattering from a ring of Josephson junctions, with dc-only
control fields. We detect the effect of quasiparticle tunneling, and dynamically classify the system at its
operating design point into different quasiparticle sectors. We optimize the device within one of the
quasiparticle sectors, where we observe an unambiguous signature of nonreciprocal 3-port scattering within
that sector. This enables operation as a circulator, and at the optimal circulation point, we observe on-
resonance insertion loss of 2 dB, isolation of 14 dB, power reflectance of −11 dB, and a bandwidth of
200 MHz, averaged over the 3 input ports.
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Circulators are nonreciprocal multiport devices used to
route electromagnetic signals [1], and are ubiquitous in
cryogenic microwave circuits [2–4] for isolating a system
under test from thermal noise [5,6]. Conventional ferrite
microwave circulators are centimeter scale, magnetized
units which are not amenable to microfabrication and
integration on chip, and thus present a constraint on the
development of large-scale solid-state quantum processors.
Various approaches to miniaturizing nonreciprocal signal
routing have been proposed, including actively driven
systems which require additional radio frequency or micro-
wave control fields [5,7–19] and quantum-Hall based
devices which require large magnetic fields [20–22].
Here, we report the experimental observation of micro-

wave circulation in a passive, on-chip superconducting
device first proposed by Koch et al. [23], which consists of
three superconducting, tunnel coupled, aluminum islands
arranged in a ring topology. This microfabricated, on-chip
device is predicted to exhibit high-performance microwave
circulation without large magnetic or dynamical control
fields [24,25], making it a promising candidate for minia-
turizing and integrating microwave circulators with other
superconducting devices on the same wafer.
The experimental system is represented in Fig. 1, includ-

ing the three aluminum islands, indicated by the green, blue,
and red boxes, which are deposited on a silicon wafer. The
islands are capacitively coupled to one another, to ground,
and to the external waveguides through which the system is

driven by input signals, VðiÞ
1;2;3. The scattered output, VðoÞ

1;2;3,
is used to determine the scattering matrix amplitudes,

Sba ¼ VðoÞ
b =VðiÞ

a , with a; b∈ f1; 2; 3g. The system response
depends on the driving frequency, the external flux bias, and
the dc charge bias applied to the superconducting islands.

Our previous modeling of this system, based on the
open-systems scattering formalism [26], quantizes the
nodal flux and charge at each island, ϕ̂1;2;3 and n̂1;2;3,
respectively, and constructs a Hamiltonian, Hring, which is
capacitively coupled to three waveguides [24,25]. Recently,
we validated our theoretical model against experimental
results in a different device design, establishing good
quantitative agreement between theory and experiment
[27]. We adopt the same theoretical model to analyze
the experimental results reported here. Briefly, the
Hamiltonian describing the ring is parametrized by the
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FIG. 1. Circuit diagram for the experimental system. The core
device is a ring of three overlapping aluminum islands (green,
blue, and red boxes), each ∼50 μm long, which are mutually
tunnel coupled by junctions with Josephson energies EJ1;2;3 . The
islands couple capacitively to each other, Ci, to external wave-
guides and dc biases, Cc, and to ground, Cg (not shown). A
controller sets the drive signal VðiÞ from a vector network
analyzer (VNA), and a fast microwave switch that directs the
signal to one of the three waveguide inputs. The scattered signals

VðoÞ
1;2;3 are directed back to the VNA.
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three Josephson tunnel-junction energies, EJ1;2;3 , and the
lumped-element capacitance matrix, which includes capac-
itances between the metallic islands, Ci, the waveguides
and the islands, Cc, and the island capacitances to
ground, Cg.
For ideal circulation, the ring Hamiltonian should be

symmetric under permutations of the node labels, requiring
the three islands to be electrically symmetric. This requires
the junction energies to be identical, and the system’s
capacitance matrix to be symmetric. In practice, the
electrical symmetry is broken by fabrication variations,
for example, leading to a spread in the actual EJ’s or Ci’s.
Our earlier modeling predicted good circulation when the
spread in junction energies was within 1% of the design
values [24,25].
The ring device is voltage tunable, so it is sensitive to

charge fluctuations. One of the key empirical observations
in Navarathna et al. [27] was the presence of discrete
charge fluctuations that were well described by a (K ¼ 4)-
state hidden Markov model (HMM) with state lifetimes
∼200 μs. These HMM states were hypothesized to arise
from quasiparticle tunneling between the islands, which
generates four distinct quasiparticle sectors, labeled as
eee; eoo; oeo, and ooe [25]. The reference configuration,
eee consists of [e]ven quasiparticle parity on each island; a
quasiparticle-tunneling event changes this to (o)dd parity
on two of the islands.
To quantify the circulation performance of the device, we

define the average clockwise and anticlockwise circulation
fidelities, and the average reflection respectively as

F⟳ ¼ ðjS12j þ jS23j þ jS31jÞ=3; ð1aÞ

F⟲ ¼ ðjS13j þ jS32j þ jS21jÞ=3; ð1bÞ

R ¼ ðjS11j þ jS22j þ jS33jÞ=3: ð1cÞ

An ideal clockwise circulator will have F⟳ ¼ 1.
A conservative scattering element is described by a

unitary matrix S ¼ eiG, with Hermitian generator G. In
addition, if the scattering is time-reversal symmetric, then
G ¼ G� ¼ GT and S will be symmetric, S ¼ ST . It is
straightforward to show that for a time-reversal-symmetric
3 × 3 scattering matrix, F ≤ 2=3. It follows that a scatter-
ing element with F > 2=3 is an unambiguous signature of
time-reversal-symmetry breaking suitable for nonreciprocal
scattering.
The results we report here are based on a device that was

designed and computationally optimized to have highly
symmetric capacitances and Josephson energies. Fabrication
was undertaken as in Navarathna et al. [27], using electron-
beam lithography to pattern the design on a bilayer resist
stack. Standard double-angle evaporation was then used to
deposit two layers of aluminum, of 20 and 60 nm, respec-
tively, on a high-resistivity silicon substrate, with a single

oxidation step between the two aluminum deposition stages
to grow the Josephson tunnel barriers in the device. The
different film thicknesses provide a quasiparticle trapping
potential. After evaporation, the chip was cleaved and
bonded on a holder suitable for cryogenic measurements
in a dilution refrigerator operating at a base temperature
of 20 mK.
To characterize the system, we first measure the spectral

response. Figure 2(a) shows the signal-to-noise ratio (SNR)
of the voltage transmission from port 1 to port 2, V12, as a
function of drive frequency, and a flux bias, Φb, which is
provided by a small external coil mounted on the bottom of
the sample holder; this could be replaced by an on-chip
flux-bias line. The characteristic Y shape of the spectrum
has been predicted [24,25] and seen experimentally [27] in
our earlier work, as has the multiplets of lines associated to
quasiparticle sectors. Ideally, the spectrum should be
symmetric under inversion of the flux bias (so that the
left and right halves of the spectrum should be reflected),
but this symmetry is broken in the data shown: we see a
single “glitch” indicated by the arrow, with subtle but
distinct variations in the multiplet structure on the left and
right of the plot.
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FIG. 2. (a) Measured spectral response of the microwave
voltage transmission from port a ¼ 1 to port b ¼ 2, V12, as a
function of flux coil voltage. For each frequency, the raw output
voltage data are scaled so that the off-resonant background data
have zero mean and unit variance; the gray scale therefore
represents the output signal-to-noise ratio (SNR). There is a
noticeable “glitch” indicated by the arrow, with subtle differences
between the left and right halves of the spectrum. (b) Fitted model
spectrum superimposed on the measured spectrum, including
four distinct quasiparticle sectors. The fitted model includes a
linear scale factor and an offset value to convert the flux coil
voltage into a dimensionless flux bias ϕb ¼ 2πΦb=Φ0. Different
colors correspond to modeled transition frequencies from the
ground state to the first excited state (red), second (blue), third
(green), fourth (pink), and fifth (aqua); the fourfold multiplicity
within the predicted spectrum arises from the different quasi-
particle sectors. To account for the glitch in panel (a), we allow
for different charge bias configurations on the left and right
halves of the modeled spectrum, consistent with a local charge
shift that occurred midway through the data collection.
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Figure 2(b) shows the spectrum predicted by our
theoretical model, fitted to, and superimposed upon, the
same SNR data, with the horizontal axis rescaled into
units of dimensionless flux bias ϕb ¼ 2πΦb=Φ0, where
Φ0 ¼ h=ð2eÞ. The Y shape of the spectrum is centered at
ϕb ¼ −π, as required by theory. It shows the predicted
transition frequencies from the ground state to different
excited states (colors). The model fitting gives an on-site
capacitive energy ECΣ

=h ¼ ð2eÞ2=ðhCΣÞ ¼ 2.97 GHz,
corresponding to a total island capacitance of CΣ ¼ Cg þ
Cc þ 3Ci ¼ 52 fF which is consistent with the designed
capacitances (Cg ¼ 3.5 fF, Cc ¼ 25 fF, and Ci ¼ 8 fF)
and Josephson energies EJ1;2;3=h ¼ 11.8, 11.8, and
12.06 GHz. The spectrum is 2π periodic in ϕb, which is
described in Supplemental Material [28], as are details of
the fitting.
The Josephson energy is inversely related to the room-

temperature junction resistance, EJ ∝ 1=RJ [29]. We mea-
sured RJ1;2;3 ¼ 11.37, 11.35, and 11.16 kΩ, respectively,
for this device. The spread of 1.9% in RJ’s is consistent
with the 2.2% spread of EJ ’s found above.
The fact that the theoretical spectrum shown in Fig. 2(b)

obscures the salient features in the SNR data demonstrates
that the model explains the spectral data well. Within each
transition band, there are four distinct curves, correspond-
ing to the different quasiparticle sectors. For some tran-
sitions (e.g., the red and blue lines), these are nearly
degenerate, and in others they are more distinct, but in
all cases the underlying multiplets in the data are explained
by the theoretical model.
Next, we measure the full 3 × 3 complex scattering

matrix. We do this using a fast microwave switch to
sequentially direct the drive to each of the three input
ports for 100 μs, and measure the three output ports with a
vector network analyser, as represented in Fig. 1; each
sample of S takes τs ¼ 300 μs. We do this for different
drive frequencies, bias voltages, and bias currents, to yield
a large set of time-series data.
Figure 3(a) shows the imaginary voltage amplitude, Q23

(where Vba ¼ Iba þ iQba for transmission from port a to
port b), for a time series spanning 3000 samples, at a fixed
drive frequency, bias voltage, and flux. We see character-
istic jumps between discrete output voltage states [27]. We
use a K-means classifier to separate the discrete voltage
states in the time series into K ¼ 4 statistically distinct
Gaussian subpopulations, which are depicted in Fig. 3(a)
with different colors. Each subpopulation is characterized
by a mean and covariance [30], and characteristic dwell
times of 9, 11, 12, and 23 samples, i.e., 2.7, 3.2, 3.8, and to
6.7 ms, respectively. This is over ten times longer than the
quasiparticle hopping times (∼200 μs) noted in earlier
devices [27], which we attribute to improved infrared
shielding and also possibly to a higher ĒJ=ECΣ

ratio to
reduce the charge-parity-switching rates [31]. We also
show a projection of the subpopulations into the complex

V23 plane in Fig. 3(b), together with the projected 1σ
sample-covariance ellipses for each. [Note that the classi-
fier simultaneously analyses all nine complex-valued volt-
ages Vba, so that the statistical distance between the
populations in this time series is substantially larger than
the projection shown in Fig. 3(b).] We attribute these four
subpopulations to the four quasiparticle sectors described
previously [25,27]. We note that we cannot unambiguously
attribute the sectors labeled f1; 2; 3; 4g to specific physical
charge configurations feee; eoo; oeo; ooeg, since we do
not have access to the microscopic charge parity of each
island; only transitions between different charge-parity
configurations are observed.
Next, we fix external bias voltages and fluxes at a

working point with high circulation fidelity, and measure
scattering data while scanning the drive frequency. We are
interested in the scattering at the device, and sowe factor out
the transfer functions between the VNA and the device; this
calibration is described in Supplemental Material [28]. We
obtain the spectral response of the device scattering matrix
for each of the four sectors, which are shown for sector 1 in
Fig. 4(a), and for sector 3 in Fig. 4(b) (scattering spectra for
sectors 2 and 4 are similar to sector 3 and are shown in of
Supplemental Material [28]). The most important compar-
ative feature of the frequency responses is that the measured
scattering matrix for sector 1 is strongly asymmetric, S ≠ ST

(e.g., around 6.8 GHz, jS12j > jS21j, jS23j > jS32j, and
jS31j > jS13j), whereas the scattering matrix for sector 3
is approximately symmetric, S ≈ ST . The scattering asym-
metry in Fig. 4(a) shows that the device circulates when it is
in the state corresponding to sector 1, while Fig. 4(b) shows
that it does not circulate in the other sectors, consistent with
the quasiparticle analysis in Le et al. [25].
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FIG. 3. (a) Leading and trailing subsets of the time series data
of the quadrature voltage signal, Q23, transferred from port a ¼ 3
to port b ¼ 2 for 3000 measurement samples taken with sample
measurement time τs ¼ 300 μs. The samples are classified into
one of K ¼ 4 subpopulations, indicated by point color and shape,
using a K-means classifier, with population means indicated by
horizontal lines. We identify the subpopulations with different
quasiparticle sectors. (b) Projection of the 3000 complex voltage
amplitudes V23 ¼ I23 þ iQ23 classified by sector, together with
1σ covariance ellipses centered on each sector mean. The system
was tuned to optimize the circulation fidelity in sector 1,
corresponding to a flux coil voltage of 214 mV and charge bias
voltages of 5, 210, and 6 mV in the three islands, and the drive
frequency was 6.8 GHz.
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Figure 4 also shows model predictions (darker curves),
using the same circuit parameters used to generate the
spectra in Fig. 2(b), with a fitted coupling strength at κ ¼
119 MHz for each waveguide. The only model parameter

we vary between the theory curves in Figs. 4(a) and 4(b)
is the offset charge bias on two of the islands, consistent with
a discrete change in charge state due to quasiparticles in
these two sectors. We see good agreement between the data
and the model predictions, with resonance frequencies and
strengths reasonably well matched in each sector.
We compare circulation in the four sectors using the

circulation fidelity measure F⟳, shown in Fig. 4(c). We see
high fidelity clockwise circulation in sector 1, reaching
max F⟳ ¼ 0.8, well above the F ≤ 2=3 bound for time-
reversal symmetric devices, and with a bandwidth of
200 MHz at full width at half maximum; this is consistent
with the prediction in Ref. [25] [see Eq. (11) therein].
Conversely, the other sectors have maximum fidelities lower
than the time-reversal-symmetric threshold, and do not
show strong circulation. In all sectors, the circulation
fidelity inferred from the measurements is in good agree-
ment with the model using parameters obtained from the
spectral fitting. The consistency between the modeling and
experimental data indicate that the observed circulation is
limited by the ∼2% variation in the junction energies, EJ1;2;3 .
We are able to tune the device operation by application of

dc voltage and flux biases. These enable us to dynamically
reverse the direction of circulation, which we have
observed in this device. The performance for anticlockwise
circulation is similar to that in the clockwise tuning, shown
in Supplemental Material [28].
Finally, we characterize the device performance as a

(clockwise) circulator. From the scattering matrix and the
quantities defined in Eq. (1), we define the average
insertion loss IL ¼ F 2

⟳, the average isolation IS ¼ F 2
⟲,

and the average power reflectance R ¼ R2. We plot these
in Fig. 5, and see that at the 6.8 GHz resonance frequency,
IL ¼ 2 dB, IS ¼ 14 dB and R ¼ −11 dB. In Fig. 5 IL
varies by < 1 dB over a bandwidth of 150 MHz, while
the average isolation is > 14 dB over a bandwidth of
50 MHz. It thus exhibits a narrower insertion loss band-
width and a similar isolation bandwidth relative to para-
metrically driven Josephson devices [12,32]. Other studies
[7,11,13,14,18,19,22] showed better isolation, but with
bandwidth less than 40 MHz.
The device saturation power will roughly correspond to

the arrival of one drive photon per excited-state lifetime,
τe ¼ ðκjhejn̂ajgij2Þ−1, where we use the model to compute
jhejn̂ajgij2 ¼ 0.38, based on fitted device parameters.
This estimate gives Psat ≈ hf=τe ¼ −127 dBm, which is
smaller than the values reported in parametric devices
[11,18,19,32]. This estimate matches with the 3 dB point
of numerical simulations, and experimental measurements
described in Supplemental Material [28]. Pathways to
increasing the saturation power include enhancing the
coupling capacitance, better impedance matching, and
device multiplexing.
The results presented here improve upon our previous

work [27], specifically in the electronic symmetry of the
device and quasiparticle lifetimes, resulting in observation

FIG. 4. (a) Scattering matrix elements jSjba for time-series data
classified as sector 1, which shows strong asymmetry in the
scattering matrix, S ≠ ST , near 6.8 GHz. (b) Scattering matrix
elements for sector 3, which is quite symmetric for all frequen-
cies, S ≈ ST . Experimental data (light) shows good agreement
with model calculations (dark). Scattering matrix spectra for
sectors 2 and 4 look qualitatively similar to (b). (c) The clockwise
circulation fidelity, F⟳, of scattering matrices in each sector,
showing experimental data and model predictions. The system
was tuned to the same flux and bias voltages, and with the sectors
indicated by the same color scheme as in Fig. 3.
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of unambiguous nonreciprocity and circulation in the
relevant quasiparticle sector. In particular, resolving the
fast (∼200 μs) quasiparticle transitions in [27] required fast
sample averaging and correspondingly large input powers
which partially saturated the device; it also meant that at
low power, we could only measure quasiparticle-averaged
unsaturated scattering matrices. The > 10× longer quasi-
particle lifetimes reported here enable longer sample
averaging (τs ¼ 300 μs) of unsaturated scattering for each
HMM state, allowing us to resolve separate quasiparticle
sectors in the unsaturated scattering matrices, and then to
characterize and optimize the circulation within a quasi-
particle sector. However, quasiparticle fluctuations remain
a challenge for making practically useful superconducting
quantum devices. This is an issue in a wide range of
devices, and recent advances in gap engineering [33–35]
show quasiparticle lifetimes > 1000 s.
To conclude, we have built a dc-controlled microwave

circulator using a ring of tunnel-coupled superconducting
islands driven through external waveguides. We observe
discrete charge jumps that we classify as quasiparticle
tunnelling events through the junctions. When the system
response is postselected in the optimized quasiparticle
sector we observe strong circulation in the microwave
scattering matrix, with unambiguous evidence of time-
reversal symmetry breaking. Our measured results are in
good quantitative agreement with model predictions, which
provides directions to improve performance.
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