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Quantum non-Gaussianity, a more potent and highly useful form of nonclassicality, excludes all convex
mixtures of Gaussian states and Gaussian parametric processes generating them. Here, for the first time, we
conclusively test quantum non-Gaussian coincidences of entangled photon pairs with the Clauser-Horne-
Shimony-Holt-Bell factor S ¼ 2.328� 0.004 from a single quantum dot with a depth up to
0.94� 0.02 dB. Such deterministically generated photon pairs fundamentally overcome parametric
processes by reducing crucial multiphoton errors. For the quantum non-Gaussian depth of the unheralded
(heralded) single-photon state, we achieve the value of 8.08� 0.05 dB (19.06� 0.29 dB). Our Letter
experimentally certifies the exclusive quantum non-Gaussianity properties highly relevant for optical
sensing, communication, and computation.
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Nonclassical states are of significant importance in
quantum information processing. They not only have no
counterparts in classical physics but also are necessary for
new paradigms for enormous applications, including
quantum computation [1,2], quantum communication [3],
and quantummetrology [4–6].However, not all nonclassical
states are superior to classical approaches. Gaussian
states [7], whose Wigner function [8] in phase-space
formalism is a two-dimensional Gaussian function, together
with Gaussian operations, which map Gaussian states to
Gaussian states, are not sufficient for universal quantum
computation [9] and can be efficiently simulated with
classical circuits [10]. In contrast, non-Gaussian states and
operations, which come from the interaction Hamiltonian
beyond the quadratic in terms of annihilation and creation
operators, are necessary for computation, sensing, and long-
distance communication [11,12].
Thus, the discriminative witnesses for quantum non-

Gaussian (QNG) states [13], which rule out Gaussian-
state convex hulls, are essential. If the investigated
quantum state is pure, the necessary and sufficient con-
ditions of quantum non-Gaussianity are the negativity of
the Wigner function, as proved by Hudson [14], and can
be extended to multimode systems [15]. However, the
correspondence no longer holds for mixed states, e.g.,
lossy photons (mixed with vacuum states) [13,16].

In Fock-state representation, rather than by a phase-space
approach [17–19], the first criterion detecting QNG
single-photon states beyond −3 dB of loss has been
successfully obtained [20]. It aims to find the boundary
to flexibly exclude the convex hull of Gaussian states
using the optimized linear combination of photon-number
probabilities. It has been successfully experimentally
tested for heralded single-photon sources based on non-
linear optics [21–23], quantum dots [24,25], atomic
ensembles [26], and trapped ions [27].
However, multimode quantum non-Gaussian photon

pairs, being crucial resources to advanced quantum com-
munication, sensing, and computing, have not been gen-
erated yet. Recently, the QNG coincidence criterion [28] was
proposed to reject the states stemming from Gaussian
parametric processes, e.g., spontaneous parametric down-
conversion (SPDC). The fluorescence from a solid-state
emitter, especially a single quantum dot (QD), is essentially
distinct from the SPDC process, which is a Gaussian
squeezing operation on the vacuum state. For the single-
mode (largely multimode) SPDC process, photons are
generated stochastically. The multiphoton probability obeys
the Bose-Einstein (Poisson) distribution. In contrast, when
an exciton is confined inside a single QD, a pure single-
photon Fock state can be, in principle, produced determin-
istically [29,30]. When both exciton (X) and biexciton (XX)
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are confined in a single QD, the cascaded emission can emit
a pair of polarization-entangled photons [31].
Here, we employ a single QD coupled with an optical

microcavity in the weak-coupling regime as an entangled
photon source and characterize the deterministically emit-
ted QNG photon pairs. We measure the QNG depth of a
single-photon state [see Eq. (1) and Ref. [22] ] up to
8.08� 0.05 dB (19.06� 0.29 dB) when one of the
entangled photons is unheralded (heralded). More impor-
tantly, for the first time, we unambiguously surpass the
QNG coincidence criterion [see Eq. (2) and Ref. [28] ] and
obtain a depth of 0.94� 0.02 dB for the multimode
criterion. We note that the values of QNG depths, which
characterize the robustness to attenuation, are obtained
directly from raw data calculation, without any noise
subtraction and loss correction.
In our experiment, we use a GaAs=AlGaAs QD grown by

the local droplet etching [32–34], integrated with a broad-
band bull’s-eye microcavity [35–37] to enhance the extrac-
tion efficiency [38]. As shown in Fig. 1(a), two-photon
excitation [39] is used to populate the biexciton state, in
which the excitation laser is shaped from a femtosecond laser
via a 4f system, and the shaped pulse duration is 5.8 ps.
To confirm the coherent preparation, we gradually increase
the laser power and record the intensity of fluorescence. In
Fig. 1(b), Rabi oscillation can be observed, and the corre-
sponding π-pulse power is ∼32 nW. Then, we use quantum-
state tomography [40] to reconstruct the density matrix of
XX-X entanglement, as shown in Fig. 1(c). The calculated
fidelity is 90.9� 0.6%, close to the theoretically predicted
value of 90.7% (see Supplemental Material [41]). In
entanglement-based quantum cryptography applications,

like quantum key distribution (QKD) [53] and randomness
expansion [54], the violation of the Clauser-Horne-Shimony-
Holt-Bell (CHSH) inequality [55] is the figure of merit.
To measure the CHSH-Bell factor S, we choose four
different basis settings for X and XX photons [56], as
shown in Fig. 1(d), in which X0=1 ¼ σz=y and XX0=1 ¼
½ðσz ∓ σyÞ=

ffiffiffi
2

p �. σz=y are Pauli matrices and the eigenstates
of σz areH and V polarization in the laboratory frame. From
the results, the violation value can be obtained as
S ¼ 2.328� 0.004, larger than the classical threshold 2.
After the characterizations of QD, we examine the first

QNG property of fluorescence: the unheralded (heralded)
single-photon state. The criterion proposed in Ref. [20]
provides a feasible way to distinguish the single-photon
state from a mixture of Gaussian states, even with a positive
Wigner function. Furthermore, the depth of the QNG [22]
state was introduced to measure the robustness of QNG
property against attenuation. This criterion was previously
examined by different physical systems [21–27]. For solid-
state emitters, the brightness and end-to-end efficiency of
QDs were extremely low to obtain high QNG values with
high confidence intervals. For example, in Ref. [24], only
one coincidence count was recorded within 3 h. In
Ref. [25], even though the second-order correlation is state
of the art, the heralded QNG depth only reaches 5.2�
1.5 dB within 10 h. Until now, the highest unheralded
(heralded) QNG depth values of 7.0� 2.4ð18Þ dB
were obtained by trapped ions [27] (heralded SPDC [22]).
Here, we achieve an unheralded (heralded) QNG depth up
to 8.08� 0.05 ð19.06� 0.29Þ dB within 0.5 h. The dis-
crepancy of unheralded and heralded QNG depth is related
to the preparation efficiency and blinking efficiency of
QDs [41].
For the unheralded situation, as shown in Fig. 2(a), the

collected photons are split by a dichroic mirror (DM). Then,
theX photons are split by a beamsplitter (BS) into two spatial
modes and detected by commercial NbN superconducting
nanowire single-photon detectors (SNSPDs), whose detec-
tion efficiency is ∼80%. The coincidences between the laser
sync signal and photons are recorded by a time-to-digital
converter (TDC). In the experiment, single clicks are denoted
by R1A and R1B for X1-laser and X2-laser coincidences,
respectively. R2 represents double clicks, that is, laser-
X1-X2 coincidences. The QNG depth of the single-
photon-state (SPS) criterion is used to characterize the
tolerable attenuation level, at which the QNG property still
survives. It can be calculated by the vacuum-state fraction
and multiphoton fraction as [21,22]

TSPS ¼ −10log10

�
3

2

P2þ
P3
1

�
dB ð1Þ

where P2þ ¼ 1 − P0 − P1 is the multiphoton probability
and P0, P1 are the vacuum and single-photon probabilities,
respectively. The single click (R1A and R1B) and double

(a)

(b)

(c)

(d)

FIG. 1. Schematics of QD characterizations. (a) Confocal
microscopy setup for QD excitation and fluorescence collection.
The FSS denotes the fine structure splitting of QD. (b) Rabi
oscillation confirms the coherent dynamics of two-photon ex-
citation. (c) Real part of density matrix for XX-X-entangled
photon pair tomography. The calculated fidelity is 90.9� 0.6%.
(d) CHSH inequality measurement in 10 sec. The CHSH-Bell
factor S is 2.328� 0.004.
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click (R2) coincidence rates are plotted as functions of the
width of coincidence windows, as shown in Fig. 2(b). When
the coincidence windows are smaller than 0.8 ns, R1Aþ
R1B and R2 increase cumulatively. After 0.8 ns, the single
clicks saturate, but the double clicks grow linearly. This
linear trend indicates that the R2 counts are mainly from the
flat backgroundnoise rather than the imperfectionof a single-
photon source in large coincidence windows. In the QNG
depth calculation, the effect of a slightly unbalanced splitting
ratio of a BS is also considered (see Supplemental Material
[41]). As shown in Fig. 2(c), the highest QNG depth is
8.08� 0.05 dB when the coincidence window is 0.16 ns.
When the coincidence window expands to 0.8 ns, corre-
sponding to 98.3% of heralded single-photon events, the
QNG depth decreases to 4.58� 0.02 dB.
As shown in Fig. 2(d), we also measure the heralded

situation, in which the XX photons act as heralded signals
thanks to cascaded emission. The heralded single clicks and
double clicks are X1-XX, X2-XX, and X1-X2-XX coinci-
dences, respectively. From Fig. 2(f), the highest QNG depth
for the heralded single-photon state is 19.06� 0.29 dB
when the coincidence window is 0.12 ns. When the
coincidence window expands to 0.8 ns, corresponding to
98.2% of heralded single-photon events, the QNG depth
decreases to 16.24� 0.10 dB.

QNG coincidences between different modes play an
essential role in scalable quantum photonic applications. For
example, in entanglement swapping, distributed entangled
photon pairs are heralded by the Bell-state analyzer signals,
which are the coincidences of interfered photons [57–59]. In
Ref. [28], a criterion for QNG coincidences is proposed to
distinguish the two-photon Fock state j1ij1i in different
spatial modes from coincidences provided by a model of a
multimode SPDC process. As shown in Fig. 3(a), both X
and XX photons are split by BSs and detected by four
SNSPDs. TDC records the coincidences. The criterion is
characterized by success probability Ps, which quantifies the
coincidences from different spatial modes, and error prob-
ability Pe, which quantifies the coincidences from the same
spatial mode [41]. For the two-photon Fock state in the
different spatial modes,

Ps >
1

2

ffiffiffiffiffiffi
Pe

p
þ 3

8
Pe þ

1

16
P3=2
e ð2Þ

holds [28]. As shown in Fig. 3(b), the X-XX correlation is
plotted, and the zero-time peak corresponds to the cascaded
emission. We note that the preparation efficiency can be
deduced from the ratio of coincidence counts in other
peaks to coincidence counts in the zero-time peak [35].
For the investigated QD, the preparation efficiency is
84.7� 0.6% under two-photon excitation. The deviation
from unity can be attributed to the phonon-induced dephas-
ing process [60,61]. The error probability is from the
imperfect single-photon purity of X (XX) photons. As
shown in Figs. 3(c) and 3(d), the second-order correlations
are ð5.88� 0.09Þ × 10−4 and ð3.56� 0.03Þ × 10−3 for X
and XX photons, respectively. The remaining imperfections
come from the residual laser and very weak emission from
neighboring states [41].
We can calculate the success probability and the error

probability with the coincidence counts and laser repetition
rate (75.84 MHz). As shown in Fig. 3(e), the experi-
mental success and threshold probabilities [calculated with
error probability using Eq. (2)] are plotted as functions of
different coincidence windows. When the coincidence
windows enlarge, the success probability increases and
finally saturates. The threshold probability increases gradu-
ally because more background noise is included. To make it
more intelligible, as shown in Fig. 3(f), the difference
between the experimental success and threshold probability
is plotted as a function of coincidence windows. When the
difference value is positive, the QNG coincidence criterion
is surpassed. In the experiment, the best threshold violation
is achieved in the 0.28 ns coincidence window. The corres-
ponding success and error probabilities are 5.74 × 10−4

and 8.55 × 10−7, respectively, which exceed the QNG
coincidence criterion by more than 116 standard deviations.
Similar to the QNG depth for a single-photon state, we
also define the QNG coincidence depth as the minimum
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FIG. 2. Unheralded and heralded QNG single-photon state.
(a) Setup for unheralded QNG single-photon-state measurement.
(b) Unheralded single click (R1A and R1B) and unheralded
double click (R2) coincidence rates at different coincidence
windows. (c) Unheralded QNG depth at different coincidence
windows. The highest QNG depth is 8.08� 0.05 dB, when the
coincidence window is 0.16 ns. (d) Setup for heralded QNG
single-photon-state measurement. (e) Heralded single click (R1A
and R1B) and heralded double click (R2) coincidence rates at
different coincidence windows. (f) Heralded QNG depth at
different coincidence windows. The highest QNG depth is
19.06� 0.29 dB, when the coincidence window is 0.12 ns.
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transmissivity T of a lossy channel that preserves the
criterion, Eq. (2). Since the lossy channel reduces the
probabilities following Ps=eðTÞ ¼ Ps=eT2, we can quantify
the QNG coincidence depth as

Tcoin ¼ −10log10

� ffiffiffiffiffiffi
Pe

p
2Ps

�
dB ð3Þ

when Pe is negligible. As shown in Fig. 3(g), because the
ratio PsðTÞ=PeðTÞ is constant, the robustness of the QNG
coincidences against attenuation is plotted by the blue solid
line, and the QNG coincidence depth is 0.94� 0.02 dB.
We also note that the criterion of Eq. (2) is used for
ruling out the most common Gaussian SPDC process.
Reference [28] also derives another criterion in which every
photon in a single temporal mode is essential for distin-
guishing from a convex mixture of all two-mode Gaussian
states. For QD-entangled photon sources, due to temporal
correlation, the first-order coherence and indistinguish-
ability of photons are inhibited by the ratio of X and
XX lifetimes [41,42,62]. For better indistinguishability of
photons, quantum interferences can be used to eliminate
the temporal correlation restriction and obtain coherent
polarization-entangled photon pairs [43].
To highlight the progress entailed by our results, we

compare the results with other QNG experiments, as shown
in Table I. In summary, using a single QD-entangled photon
source coupled with an optical microcavity, we achieve the
value of 8.08� 0.05 ð19.06� 0.29Þ dB for the QNG depth

of the unheralded (heralded) single-photon state. Though
the results outperform measured values in the literature, we
also note the state-of-the-art single-photon source based on
QDs [30,63] or single atoms [64,65] might obtain higher
QNG depth. In addition, for the first time, we unambig-
uously surpass the QNG coincidence criterion, which
distinguishes the photon pair generation from the two-
mode squeezing state, and we measure the QNG coinci-
dence depth up to 0.94� 0.02 dB. All QNG depths are
calculated directly from raw data, without any noise
subtraction. With precise QD-cavity coupling to increase
the overall efficiency [30,63,66], a substantial improvement
in the QNG depth is foreseeable [41]. A stringent QNG
coincidence criterion, highlighting the exclusive properties
of quantum states embedded in a subspace with largely
suppressed multiphoton errors, can be a new standard for
developing quantum light sources. For example, a boson
sampler necessitates a train of efficient and pure single

TABLE I. Comparison between different QNG experiments.

Reference
Physical
system

Unheralded
TSPS (dB)

Heralded
TSPS (dB) Tcoin (dB)

[22] SPDC � � � 18 � � �
[27] ion 7.0� 2.4a � � � � � �
[24] QD � � � 5.6� 4.3 � � �
[25] QD � � � 5.2� 1.5 � � �
Our Letter QD 8.08� 0.05 19.06� 0.29 0.94� 0.02

aCalculated from digitalized Fig. 4 in paper [27].

(e)

(f)

(g)(a) (c)

(b)
(d)

FIG. 3. QNG coincidences. (a) Setup for QNG coincidences measurement. (b) X-XX correlation. The zero-time peak corresponds to
the cascaded emission. (c),(d) Second-order correlation of X and XX photons. From fitting, we can deduce the second-order correlation

from the ratio of the zero-time peak to adjacent peaks as gð2ÞX ¼ ð5.88� 0.09Þ × 10−4 and gð2ÞXX ¼ ð3.56� 0.03Þ × 10−3. (e) Experimental
success probability and threshold probability at different coincidence windows. (f) Difference between experimental success probability
and threshold probability and the corresponding standard deviations at different coincidence windows. When the difference is larger
than 0, QNG coincidence property is certified. (g) Yellow curve denotes the multimode criterion for QNG coincidences, and the region
above this line (yellow shaded) corresponds to the QNG coincidences. In experiment, the best threshold violation is achieved in 0.28 ns
(labeled with red star), and the success (error) probability is 5.74 × 10−4 (8.55 × 10−7). The robustness of QNG coincidences against
attenuation is plotted by the blue solid line and the blue shaded circle is the critical point. The QNG coincidence depth
Tcoin is 0.94� 0.02 dB.
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photons [1]. Additionally, the QNG criteria can assess the
scalability of quantum communication applications, includ-
ing the achievable distribution scale of photons [67–69],
indicating security of QKD [70] and the advantages of
realistic QD photon sources against Poisson-distributed
sources [71].
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