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Characterizing the local structural evolution is an essential step in understanding the nature of glass
transition. In this work, we probe the evolution of Voronoi cell geometry in simple glass models by
simulations and colloid experiments, and find that the individual particle cages deform anisotropically in
supercooled liquid and isotropically in glass. We introduce an anisotropy parameter k for each Voronoi cell,
whose mean value exhibits a sharp change at the mode-coupling glass transition ϕc. Moreover, a power law
of packing fraction ϕ ∝ qd1 is discovered in the supercooled liquid regime with d > D, in contrast to d ¼ D
in the glass regime, where q1 is the first peak position of structure factor, andD is the space dimension. This
power law is qualitatively explained by the change of k. The active motions in supercooled liquid are
spatially correlated with long axes rather than short axes of Voronoi cells. In addition, the dynamic slowing
down approaching the glass transition can be well characterized through a modified free-volume model
based on k. These findings reveal that the structural parameter k is effective in identifying the structure-
dynamics correlations and the glass transition in these systems.
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Introduction.—Glasses or amorphous solids are produced
by cooling [1] or densifying [2] liquids. As the glass
transition is approached, dynamics slows down drastically
without any noticeable structural change [3,4]. The mode-
coupling theory (MCT) [5,6] or Vogel-Fulcher-Tamman
(VFT) law [1] predicts the drastic growth of relaxation time
τα before the glass transition but does not provide structural
features. Although experiments [7–12] and simulations
[13–20] have made intensive efforts in searching for
effective structural parameters in characterizing the glass
transition, the structural mechanism remains unclear.
Whether glass transition has a structural origin or is purely
dynamic remains controversial [1,21].
Great efforts have been devoted to identifying nonagnos-

tic locally favored structures responsible for the dynamic
slowing down. For instance, icosahedral [21,22], crystalline
[9,12], and tetrahedral clusters [19,23] have been found to
correlate with the slow dynamics in different glass-forming
liquids, but these structural signatures are system dependent
[24] and cannot distinguish glass structure from liquid
because these motifs similarly exist in both liquid and glass
regimes. In addition, structural indicators of icosahedra or
tetrahedra [19,21–23] are not applicable for 2D systems.
Since the explicit structure correlated with glassy dynamics
is unknown, various indirect structural parameters, such as
two-point entropy [9,25], soft spot from vibration modes
[26], and neighboring structures from machine learning
[27,28], have been proposed to link local structures with
dynamic slowing down. However, these parameters do not
have a simple geometrical meaning, i.e., structural agnostic,

and do not exhibit a sharp change at the glass transition
point. Recently, Ref. [17] proposed a relatively simple
structural parameter about each particle’s deviation from
its reference structure, which correlates with dynamics in
two- and three-dimensional systems and exhibits a change at
the VFT glass transition [29]. Here, we propose another
general and simple structure parameter that correlates with
dynamics and exhibits a change at the MCT glass transition,
and verify it by simulations and colloid experiments.
Another topic in glass studies is the structural power

law [30,31]. For a D-dimensional crystal, its mean atomic
volume must satisfy the power law, va ∝ aD ∝ q−D1 ∝ ϕ−1,
where a is the lattice constant. q1 is the first peak position
of the structure factor SðqÞ, and ϕ is the packing fraction.
Amorphous solids also follow the power law [30]:

q1 ∝ ϕ1=d: ð1Þ

However, d ≠ D in many glasses [30–36], which gives rise
to controversies on its mechanism. Recent studies showed
that pressure (or equivalently, density) and composition
changes lead to different power laws. Under pressure
change (i.e., varying ϕ), d ¼ D in glasses for particles
with the same softness, such as in binary Weeks-Chandler-
Andersen (WCA) [37] and hard sphere (HS) glasses, but
deviates from D when the system is composed of hard and
soft particles [35]. Link q1 in the reciprocal space to certain
structural change in real space is difficult because Sðq1Þ
contains structures spanning broad length scales in real
space. How the local deformations affect the power law in
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reciprocal space remains unclear. Moreover, whether the
power law holds in liquid regime and how it changes at the
glass transition have not been explored.
Each particle in a supercooled liquid is caged by its

nearest neighboring particles [38]. The cage effect has been
widely used to qualitatively explain the dynamical behav-
iors [39,40] and plastic deformations [41,42]. However, a
direct link between cage structure and glass transition
remains unavailable. The cage of each particle is described
by its Voronoi cell [43] [Fig. 1(a)], which reflects the
particle’s free volume not shared by its neighbors. Voronoi
tessellation is usually applied to characterize the local
packing of particles, which has been used to understand
the jamming transition [44] and boson peak [45] in
amorphous solids. Here, we find that the cage anisotropy
can effectively reveal the structure change at the glass
transition.
Methods.—We perform molecular dynamics simulations

[46] for WCA particles and event-driven molecular

dynamics simulations [47] for HSs in both 2D and 3D.
Binary sized particles are used to avoid crystallization. The
details of the simulation and colloid experiment are in the
Supplemental Material [48].
Cage anisotropy parameter k.—We use radical Voronoi

tessellation [43] [Fig. 1(a)] for binary systems to avoid the
incorrect bisecting line cutting through a large sphere.
The asymmetric shape of the Voronoi cell is characterized
by a tensor [38,62], I ¼ R

V r ⊗ rdr, which integrates
over the cell volume V; r is the position vector relative
to the particle’s center and ⊗ denotes a dyadic product.
I represents the shape of the Voronoi cell, and its principal
axes are obtained by diagonalizing I. The two orthogonal
eigenvectors, Rmin and Rmax, represent the short and long
axes of the cage, respectively [Fig. 1(a)]. Their ratio defines
the cage anisotropy parameter k≡ ðjRminj=jRmaxjÞ∈ ð0; 1�.
k ¼ 1 for an isotropic cage, and the deviation from 1
quantifies the elongation anisotropy of the cage. Similar
parameters about the asymmetric elongation of the cage
have been used to study soft colloidal glasses [38] and
jamming transition in 3D HS systems [62]. However, the
causal link between the anisotropy parameter and glass
transition has rarely been explored. Figure 1(a) shows that
Rmin points to its neighboring particles, whereas Rmax
points to the gap between two neighbors. The uniform
distribution of Rmax directions in Fig. 1(b) manifests the
random orientations of the cells.
Anisotropy and volume of cages at glass transition.—As

ϕ increases, free volumes around particles are squeezed,
yielding more isotropic cages, that is, higher averaged k̄
[Figs. 1(c) and 1(d)]. In Fig. 1(c), k̄ðϕÞ increases and
reaches a plateau at ϕ > 0.79 for 2D WCA and 2D HS
systems, demonstrating a structure change at their glass
transitions. The increase in k̄ðϕÞ at ϕ < ϕg in Fig. 1(c)
shows that cages are compressed more along Rmax than
Rmin direction as ϕ increases, that is, cage deformation is
anisotropic, as illustrated in Fig. 1(e) and Supplemental
Material Fig. S1 [48]. In the supercooled liquid regime, k̄ is
higher in 2D WCA than in 2D HS system [Fig. 1(c)]
because the softer WCA particles can adjust their positions
more easily to form more homogeneous structures with
more isotropic cages. At ϕ > ϕg, k̄ is comparable for 2D
WCA and 2D HS systems because both WCA and HS
particles interact via their hard cores at high ϕ. k̄ is
approximately constant at ϕ > ϕg [Fig. 1(c)], indicating
that cages isotropically deform in glasses [Fig. 1(f)].
Similar behavior of k̄ is also observed in 3D WCA and
3D HS systems [Fig. 1(d)] and 2D WCA systems with
different λ (Supplemental Material Fig. S2 [48]). k̄ is lower
in 3D systems than in 2D systems [Figs. 1(c) and 1(d)]
because particles in the 3D system are more disordered
and more difficult to adjust their positions due to
stronger confinement from more neighboring particles.
Alternatively, strong long-wavelength Mermin-Wagner

FIG. 1. Anisotropic-to-isotropic compression across the glass
transition. (a) Radical Voronoi polygons of a subarea of the 2D
WCA supercooled liquid at ϕ ¼ 0.74. The large eigenvector
Rmax (pink arrow) and small eigenvector Rmin (green arrow) of
the Voronoi polygons are labeled at the center of each particle
(dashed circle). (b) The angular distribution of Rmax. Rmin is
always perpendicular to Rmax. (c) Average anisotropy k̄ as a
function of ϕ for 2D WCA (orange circles) and 2D HS (open
squares) systems with size ratio λ ¼ 1.3 and fraction of large
particles x ¼ 0.5. The supercooled liquid (red line) and glass
(blue line) behaviors of 2D glasses intersect at ϕg ≈ 0.79.
(d) Average anisotropy k̄ as a function of ϕ for 3D WCA (orange
circles) and 3D HS (open squares) systems with λ ¼ 1.3 and
x ¼ 0.5. The supercooled liquid (red line) and glass (blue line)
regimes for 3D systems intersect at ϕg ≈ 0.59. (e),(f) Schematic
of the anisotropic deformation at ϕ < ϕg and isotropic deforma-
tion at ϕ > ϕg, respectively.
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fluctuations in 2D can better relax the structure [63],
making ϕg high and HS and WCA glasses have similar
degrees of disorder above such a high ϕg. By contrast,
particles can easily jam at low ϕ in 3D due to the lack of
Mermin-Wagner fluctuations [10,63], leading to a low ϕg.
Consequently, the extremely high-ϕ glasses cannot be
accessed and the soft WCA particles have not been com-
pressed to HS-like in our accessible range of ϕ > ϕg in 3D.
Therefore, Voronoi cells of WCA particles are more
isotropic (i.e., higher k) than those of HS particles in the
whole range of ϕ because soft particles can better adjust
their positions to reduce the cage anisotropy. We further
confirm these expected structural disorders in 2D and
3D HS and WCA systems using the fluctuation of
coordination number δz [Supplemental Material Figs. S3(c)
and S3(d)], which shows similar behaviors to those in
Figs. 1(c) and 1(d). These results demonstrate the effects of
particle softness and space dimension on glass and super-
cooled liquid structures.
The results are experimentally tested using binary

colloidal monolayers [48]. Figure 1(c) shows that the
soft poly-N-isopropylacrylamide (NIPA) spheres [64]
and hard poly(methyl methacrylate) (PMMA) [65] spheres
behave similarly with the 2D WCA and 2D HS systems,
respectively.
The anisotropic-to-isotropic transition of cage deforma-

tion [Figs. 1(c) and 1(d)] is further verified by the Voronoi
cell volume v. Figure 2(a) shows that v of large particles
satisfies a log-normal distribution well at each ϕ [66],
PðvÞ ¼ ð1=v ffiffiffiffiffiffi

2π
p

ηÞ expf−½ðln v − ln v0Þ2=2η2�g. PðvÞ
barely changes at ϕ > 0.79 in Fig. 2(a), implying isotropic
shrinkages of cages, in accordance with Fig. 1(c). By
contrast, the anisotropic deformations of cages at ϕ < 0.79
change PðvÞ in Fig. 2(a). The height and standard deviation
of PðvÞ exhibit a clear change at ϕg ¼ 0.79 [Figs. 2(b)
and 2(c)], which is consistent with Fig. 1(c). PðvÞ of small
particles and 3D systems show similar transitions at ϕg

(Supplemental Material Figs. S5 and S6 [48]).

Structural power law.—We generalize the power
law Eq. (1) from glass [32,34,35] to supercooled liquid.
q1 in Eq. (1) is measured from the structure factor
SðqÞ ¼ hPN

j¼1 e
iq·rj

P
N
k¼1 e

−iq·rki=N. As ϕ increases, the
interparticle distance decreases and q1 increases [Fig. 3(a)].
For glasses composed of binary particles with the same
softness, the compression is locally uniform, and thus
d ¼ D [35]. Large and small spheres in 2D WCA systems
have the same WCA potential, that is, the same softness,
so the compression-induced deformation is spatially uni-
form [35]. Consequently, the exponent d ¼ D ¼ 2, which
is confirmed in the glass regime at ϕg > 0.79 [Fig. 3(b)].
The power law still holds in the supercooled liquid regime,
however, d ¼ 2.59 > D for 2D WCA. Such d ¼ D in the
glass regime and d > D in the supercooled liquid regime
have also been observed in 2D HS [Fig. 3(c)], 3D WCA
[Fig. 3(d)], 3D HS [Fig. 3(e)], and 2D WCA systems at
different λ and x (Supplemental Material Fig. S7 [48]).
Thus, the coincidence between the glass transition and
anisotropic-isotropic transition of cage deformation is
robust.
d deviating fromD has been observed in various metallic

glasses under composition change [30,36] or glasses
composed of particles with different softness under pres-
sure change [32,35]. Such deviation manifests nonuniform
deformations, but the type of deformation that can increase
or decrease d is unclear [32,33]. Here, we find that d > D
in supercooled liquid [Figs. 3(b)–3(e)] arises from local
anisotropic deformation [Fig. 1(e)]. d reflects the changing
rate of ϕ and q1 in a series of samples instead of certain
structure in a single sample. For a global density change,
the compressed volume Δv contributed from one aniso-
tropic cage is equivalent to those from several isotropic
cages because anisotropic cages usually have more free
volumes than isotropic cages. Furthermore, a large Δv

FIG. 2. Voronoi cell area v in 2D WCA systems. (a) Distribu-
tions of v fitted by the log-normal distribution (curves). PðvÞ
barely changes with ϕ at ϕ > 0.79. Red and blue arrows show the
increasing trend of the peaks in anisotropic (ϕ < 0.79) and
isotropic (ϕ > 0.79) regimes, respectively. (b) The fitted maxi-
mum of PðvÞ. (c) The fitted standard deviation of PðvÞ.

FIG. 3. Structural power law of Eq. (1). (a) SðqÞ at 0.62 ≤ ϕ ≤
0.92 for 2D WCA systems. (b)–(e) Log-log plots of q1ðϕÞ fitted
with Eq. (1) (red and blue lines) for 2DWCA, 2D HS, 3DWCA,
and 3D HS systems. The blue line with d ¼ D and the red line
with d > D intersect at ϕg. The values of 1=d, that is, the slopes,
are labeled in the figures.
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concentrated at one place (i.e., one anisotropic cage) affects
less on q1 than multiple small Δv spread in the sample (i.e.,
multiple isotropic cages). Therefore, the same change in ϕ
causes less change in q1 for supercooled liquid because
supercooled liquids contain more anisotropic cages. The
slope of q1ðϕÞ is thereby lower in supercooled liquid,
and the corresponding d is larger [Figs. 3(b)–3(e)].
Consequently, the transition between d > D and d ¼ D
[Figs. 3(b)–3(e)] corresponds to the anisotropic-isotropic
transition of cages at the glass transition. Equation (1)
arises from the structure change rather than the structure at
a certain ϕ; thus, it is not related to any fractal structure in
glass, and d can be greater than D [36].
Structure-dynamics correlations.—The dynamics of

particle i is characterized by the Debye-Waller factor
DWi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðr − hriÞ2i

p
=σ̄, where hi denotes the average

over a time before cage breaking [67], and σ̄ is the average
particle diameter. Particles with large DW factors (i.e.,
strong dynamics) in Fig. 4(a) are spatially localized and
more correlated with the large-jRmaxj regions in Fig. 4(b),
implying that particles tend to move alongRmax rather than
Rmin (Supplemental Material Fig. S9 [48]). Therefore,
Rmax reflects a particle’s dynamical propensity. This is
reasonable because more free volume distributes along
�Rmax [Fig. 5(a)].
The structure relaxation time τα is measured as the

decay time of the self-intermediate scattering function
[Supplemental Material Fig. S15(a) [48] ]. τα can be fitted
by the MCT relation [1,5] τα ∼ ðϕc − ϕÞ−γ with ϕc ¼ 0.785
[Fig. 5(b)]. It coincides well with the structure transitions
in Figs. 1(c), 2(b), 2(c), and 3(b), that is, ϕc ¼ ϕg.
Considering that k̄ðϕÞ is linear in the supercooled liquids
[Fig. 1(c)], the MCT relation can be rewritten as

τα ∼ ðkc − k̄Þ−γ: ð2Þ

In contrast to the classic MCT relation based on the
global thermodynamic parameter ϕ (or T), Eq. (2) links
the glassy dynamics to specific local structure at the single-
particle level in supercooled liquids. The fitted kc ≈ 0.847

[Fig. 5(c)] is consistent with the measured k̄ ¼ 0.85 in the
glass regime [Fig. 1(c)]. We attribute the increasing dynamic
slowing down in supercooled liquids to the increase in k̄, that
is, cages becoming more isotropic [Fig. 1(f)], which reduces
the free volume and mobility of particles.
Free-volume model.—The free-volume mode is one of

the most widely used and simplest theories for the glass
transition [1,68,69], which attributes the dynamic slowing
down to the decreased “free volume to move” for particles as
ϕ increases [1]. If the free volume is known, then it can
predict the average long-time diffusion constant of particles
as DðvfÞ ¼ A expð−B=vfÞ, where vf ¼ ðv̄ − v0Þ=v0 is the
reduced free volume, A is a temperature-dependent coef-
ficient related to molecular diameter and velocity, and B is a
factor in [0.5, 1] [68]. v0 is the volume of a particle, and v̄ is
the specific volume [68]. However, this model does not
consider the packing structure [68], and vf is unavailable.
Here, we suggest that vf can be evaluated on the basis on k
of the local cage. Considering that free volumes mainly
locate along the long axis, the reduced free volume can be
derived from our ellipse approximation of the cage, as shown
in Fig. 5(a), vf ¼ ½ðπ · jaj · jbj − π · jbj2Þ=ðπ · jbj2Þ� ¼
ð1=kÞ − 1 with ðRmin=RmaxÞ ¼ ðb=aÞ, that is, the blue
region in Fig. 5(a). This result is robust for 3D spheroid
approximation: vf ¼½ð4

3
π · jaj · jbj2− 4

3
π · jbj3Þ=ð4

3
π · jbj3Þ�¼

ð1=kÞ−1. Substituting vf to DðvfÞ [68] gives

Dðk̄Þ ¼ A exp

�
−Bk̄
1 − k̄

�
: ð3Þ

FIG. 4. Spatial correlation between dynamics (DW) and struc-
ture (jRmaxj) in the 2D WCA system at ϕ ¼ 0.74. (a) Spatial
distribution of the DW factor. Red denotes strong dynamics.
(b) Spatial distribution of jRmaxj.

FIG. 5. Dynamical behavior of 2DWCA systems. (a) Schematic
of the anisotropic cage (ellipse) composed of the particle (gray
circle) and free volume (blue region). (b) Relaxation time ταðϕÞ
with the MCT fit (curve) yields ϕc ¼ 0.785 and γ ¼ 1.07.
(c) ταðk̄Þ fitted with Eq. (2) (curve) yields kc ¼ 0.85 and
γ ¼ 0.97. (d) Diffusion constant fitted with Eq. (3) (curve) where
A ¼ 5 × 10−4 and B ¼ 0.84.
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Equation (3) establishes a direct link between the diffusion
and the geometric parameter k with free coefficients deter-
mined from the fitting.
The measured D satisfies Eq. (3) well in Fig. 5(d),

indicating that the anisotropy parameter k can provide a
single-particle form of the free-volume model. The cage-
relative mean-square displacement (CRMSD) is defined
as Δr2CRðtÞ ¼ h½r̃iðtÞ − r̃ið0Þ�2i [10,70], where hi is the
ensemble average. The long-time D is measured from the
slope of the CRMSD at t > 104 [Supplemental Material
Fig. S15(b) [48] ].
Discussion.—In this Letter, we propose a structure

parameter k with a simple geometrical meaning to character-
ize the cage anisotropy. k̄ exhibits different behavior in
supercooled liquid and glass regimes, and the structural
anisotropic–isotropic transition coincides with the dynamic
MCT glass transition at ϕc. This is robust in both 2D and 3D
systems with isotropic interactions [Figs. 1(c) and 1(d) and
Supplemental Material Fig. S2 [48] ], providing a structural
signature at the MCT glass transition point. A separate work
is that we find that the structural power law also exists in the
supercooled liquid regime, but its exponent d > D in
contrast to the power law in glasses [30–35] (Fig. 3).
Two applications of k are further studied. (1) The

structural power laws in glass and supercooled liquids
are qualitatively explained by the free-volume change
associated with k. (2) Substituting k into the classical
free-volume model yields Eq. (3), which can explain and
predict the diffusion constant of D from the structure at the
particle scale [Eq. (3) and Fig. 5(d)]. k reflects the local free
volume.Rmax reflect a particle’s dynamical propensity; that
is, particles tend to move along �Rmax because more free
volumes exist along this direction. Thus, k and Rmax can
connect to mechanical behaviors of glass, such as soft spot
[71,72] and shear transformation zone [73,74]. Moreover,
we expect that k is also applicable in characterizing the
crystallization [75–78] and melting transitions [79], in
which the local cages will change from anisotropic in
liquids to isotropic in crystals.
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