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Exciton transfers are ubiquitous and extremely important processes, but often poorly understood. A
recent example is the triplet exciton transfer in tetracene sensitized silicon solar cells exploited
for harvesting high-energy photons. The present ab initio molecular dynamics calculations for
tetracene-Si(111):H interfaces show that Si dangling bonds, intuitively expected to hinder the exciton
transfer, actually foster it. This suggests that defects and structural imperfections at interfaces may be

exploited for excitation transfer.
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The transfer of excitons, i.e., bound electron-hole pairs,
is highly relevant for numerous physical, chemical, and
biological processes. The energy transport in photosyn-
thetic organisms [ 1], efficient solid-state lighting [2], or the
harvesting of light by organic solar cells [3,4] are promi-
nent examples. Accordingly, there is much interest in the
details of the transfer mechanism [5-9]. Recently, the
exciton transfer across the organic-inorganic interface of
singlet fission-sensitized silicon solar cells, shown sche-
matically in Fig. 1, has received much attention [10-13].

Singlet fission, i.e., the down-conversion of singlet
excitons into pairs of triplet excitons in a sensitizing layer,
has the potential to generate additional photocurrent from
photons with energies larger than the band gap [14,15].
This promises to break the Shockley-Queisser limit for
solar cell efficiencies [16,17]. Tetracene (Tc) is an arche-
typical material for singlet fission [18] and has been used
successfully to sensitize Si solar cells [10,11]. However, the
mechanism by which the triplet excitons are efficiently
transferred across the tetracene-silicon interface is not
understood [10-13,19]. Einzinger et al. [10] suggested
electric-field-effect passivation at the interface. In contrast,
a more recent work by the Ehrler group [19] proposes
covalent bonding between the sensitizing layer and the Si
surface for transfer optimization.

These suggestions are challenged by the ab initio
molecular dynamics (AIMD) calculations presented in this
Letter. Our study focusses on the Tc-Si(111):H interface
and demonstrates that in particular Si dangling bond defects
play a key role for the exciton transfer. Interface defects are
often considered detrimental to material performance,
because they accelerate charge and energy losses [20].
In this case, however, they turn out to be instrumental for
the excitation transfer.

Here spin-polarized density-functional theory (DFT)
calculations are performed using the QUANTUM ESPRESSO
package [21,22] with norm-conserving pseudopotentials.
The Perdew-Burke-Ernzerhof (PBE) functional [23] within
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the generalized-gradient approximation is used to describe
the electron exchange and correlation effects. Dispersion
interactions are taken into account using Grimme’s DFT-D2
approach [24]. In addition, hybrid DFT calculations are
performed using the Heyd-Scuseria-Ernzerhof (HSE) func-
tional [25]. Excited-state potential-energy surfaces (PES)
obtained from constrained DFT [26-29] are used for AIMD
calculations that describe the time evolution of the excitation
[30,31]. Libra-X package modules [32] and the Berendsen
thermostat [33] are used to account for nonadiabatic and
temperature effects, respectively. Further details can be
found in the Appendix.

The morphology of the interface between Tc and the
Si(111):H surface depends on the preparation conditions.
Tc thin films grown below temperatures of 265 K are
dominated by almost upright-standing molecules forming a
high-density (HD) phase, the so-called Tc II phase [34].

FIG. 1. Scheme showing part of a singlet fission-sensitized silicon
solar cell. Absorption of a high-energy photon by the tetracene layer
produces a singlet exciton. This singlet exciton undergoes singlet
fission to generate two triplet excitons. These excitons are then
transferred into the Si solar cell. Enlarged image details (left) show
side views of the models used for the interface between Si(111):H
and high-density (HD) as well as low-density (LD) Tc phases. Also
shown is an interface dangling bond defect (right).
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FIG. 2. Density of states and band alignment for Tc overlayers
on Si(111):H calculated on the HSE and PBE levels of theory.
Energies refer to the Si valence band maximum (VBM). Black
and orange denote Tc- and Si-related states, respectively. Occu-
pied states are shaded.

Annealing results in a low-density (LD) phase of tilted
molecules, similar to the Tc I bulk phase. The respective
interfaces are modeled here with the HD and LD monolayer
structures sketched in Fig. 1. These models (see Ref. [35]
for atomic coordinates) have been shown to be consistent
with near-edge x-ray absorption fine structure data [34].
They have a 5 x 5 and 11 x 4 lateral periodicity and are
characterized by a minimum molecule-molecule distance of
3.32 and 3.51 A, respectively. The supercells contain 8
atomic Si layers, an overlayer consisting of 8 molecules,
and a vacuum region of 10 A.

In Fig. 2 the calculated band alignment at the Tc-Si(111):
H interface can be seen. Within HSE, a type-Il, i.e.,
staggered band alignment, is obtained for both the LD
and HD models. This agrees with earlier hybrid DFT results
[36] and suggests the possibility of exciton dissociation at
the interface with electron transfer to Si. We probed that
possibility by performing room temperature AIMD calcu-
lations, using a Tc-localized T’ triplet exciton as start
configuration. However, at ideal interfaces, neither exciton
nor charge transfer occurs.

Real interfaces are characterized by defects, which
profoundly influence their electronic properties [37]. In
case of hydrogenated Si interfaces, the appearance of Si
dangling bonds (DB) due to missing hydrogen can be
expected [38—41] and is considered in the following. In
case of n-type Si(111) as used experimentally [12,34], the
DB state is doubly occupied in the ground state. The
calculated densities of states for the HD and LD interface
models with DB defect (see Ref. [35] for atomic
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FIG. 3. Partial density of states (PDOS) for Tc overlayers on
defective Si(111):H+ DB~ calculated on the HSE level of
theory. Energies refer to the Si VBM. Black and orange denote
Tc- and Si-related states. Occupied states are shaded.

coordinates) are shown in Fig. 3. The Si DB~ state appears
about 0.2 eV above the Si valence band maximum (VBM).
While its energy is within the occupied Tc states of the HD
phase, it is above the corresponding Tc states of the LD
phase. This results from the lower molecular density at the
LD interface, which leads to weaker dispersion of the
molecular states.

Do the DB states alter the conditions for exciton transfer?
In case of the LD phase, this is suggested by the effective
type-I band alignment at the defective interface; see Fig. 3.
It allows for an energetically favorable transfer of both
holes and excited electrons from Tc to Si. In fact, room
temperature AIMD results in an immediate exciton transfer
from Tc to Si. We mention that the measurements in
Ref. [12] indicate indeed a type-I band alignment, in
contrast to calculations for ideal interfaces [36].

The situation is different at the HD interface. Here the Si
DB is lower in energy than the Tc valence band edge; see
Fig. 3. Nevertheless, thermal activation results in an exciton
transfer also in this case, as shown by room temperature
AIMD. An example trajectory is shown in Fig. 4. At first,
the exciton delocalizes within the Tc layer. After about
310 fs, the exciton hole is transferred to the Si DB. The
resulting charge transfer state is short-lived. The electron
follows the hole and completes the exciton transfer across
the interface at about 330 fs. Now, both excited hole and
electron are available in the Si substrate for extraction to the
electrical contacts. The extraction will be easier for the
immediately delocalized electron, compared to the hole that
remains attracted to the DB defect.

We mention that not all charge transfer states lead to
exciton transfer. In some instances, the DB localized hole
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FIG. 4. Calculated room temperature dynamics of the exciton transfer at the Tc-Si(111):H interface (HD model with DB defect,
example trajectory with characteristic snapshots at 0, 250, 310, and 330 fs after the exciton has been trapped in the lowest molecular
layer). Blue and red isosurfaces indicate electron and hole localization, respectively.

returns temporarily to the Tc layer. However, all exciton
transfer processes observed in the AIMD follow the
scenario shown in Fig. 4, i.e., hole transfer precedes
electron transfer. The timescales calculated here are com-
parable to the singlet exciton splitting times observed for
hybrid junction solar cells [9].

By which mechanism does the Si surface DB enable the
exciton transfer? In the 0 K ground-state configuration, the
DB~ gives rise to a twofold occupied state slightly above
the Si bulk VBM (see Fig. 3, top), but still below the Tc VB
edge. However, at room temperature, the Si atom hosting
the defect vibrates; i.e., it oscillates along the surface
normal. This vibration is accompanied by a partial rehy-
bridization, sp®> <> sp” + p, and a corresponding variation
of the DB energy [42]; see Fig. 5. In particular, the DB~
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FIG. 5. Evolution of Tc valence band (VB) and conduction
band (CB) edge as well as Si DB state energies along the AIMD
trajectory shown in Fig. 4 (dashed vertical lines refer to the
snapshots). Also shown is the z position of the Si DB surface
atom (displacement along the surface normal).

state assumes temporarily energies above the Tc VB edge.
This fosters the hole transfer from the Tc film to silicon.
The electron follows the hole with a delay of only a few
femtoseconds and completes the exciton transfer. The
transfer mechanism identified here is reminiscent of earlier
findings for organic donor-acceptor blends, where molecu-
lar vibrations in concert with electronic transitions lead to
rapid charge guiding [7].

How does temperature influence the exciton transfer?
The rareness of transfer events in conjunction with the
numerical expense of the excited-state AIMD does not
allow for a direct calculation of converged transfer rates. In
order to get some insight, AIMD is performed under the
assumption that electron hopping occurs whenever it
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FIG. 6. Calculated average times (with standard deviation,
assuming a 100% hopping probability) required for exciton
transfer across the defective Tc-Si(111):H interface (HD model)
in dependence on the simulation temperature. The number of
trajectories (out of 50 in total) which did not lead to exciton
transfer within 1 ps is also shown.
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lowers the energy. Assuming thus a 100% hopping prob-
ability—in contrast to the calculated values that scatter
between about 5% and 80%—the average transfer times
shown in Fig. 6 are obtained. Values that broadly scatter
around 500 fs are calculated, nearly independent of the
temperature. This can be explained by the Si DB shuttling
mechanism explained above. The sp? < sp? + p hybridi-
zation change is coupled to a very soft Si surface atom
vibration at about 2.5 THz, which is activated already at
low temperature. However, the exciton transfer time
depends also on the phase relation between the vibrations
in the Tc layer and the Si surface. This causes the large
scatter of the calculated values. With low activation energy,
i.e., for temperatures below 200 K, numerous trajectories
do not lead to exciton transfer within the simulation time.
Increasing temperature increases the chance to observe
exciton transfer.

In summary, the present calculations demonstrate that
exciton transfer across Tc-Si(111):H interfaces depends
strongly on the interface morphology. Interestingly,
common dangling bond defects at the interface improve
rather than deteriorate the exciton transfer properties: Si
dangling bonds give rise to interface states energetically
close to the Tc valence band edge. They assist the hole
transfer into Si bulk either directly—for low-density Tc
layers—or upon thermal activation, in case of high-density
Tc layers. The exciton electron follows the hole within a
few femtoseconds. Since the number of DB defects
depends sensitively on the operation conditions [43,44],
more robust defects may need to be exploited in actual
devices. In any case, the present calculations show that
interface electronic states close to the band edges that
temporally change in energy, e.g., due to vibrations, assist
the charge shuttling and suggest that heterostructure
imperfections, e.g., defects or inhomogeneities in den-
sity and layer thickness, can be utilized for the optimiza-
tion of the charge and excitation transfer properties of
nanomaterials.
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Appendix: Computational details.—Table 1 compares
measured data for Si and Tc excitation energies with
DFT calculations using PBE as well as HSE (with 25%
and 40% exact exchange), and B3LYP [45]. HSE
provides roughly correct values for both Tc and Si,
while HSE40 and B3LYP overestimate the Si band gap.
PBE underestimates the Si band gap. Excited-state PES
calculated within PBE and HSE are shown in Fig. 7.
Here the energies of both Tc and Si localized excitons
are studied in dependence on the Si dangling bond

TABLE 1. Si and Tc excitation energies (in eV) calculated
within constrained DFT using different functionals in comparison
to experimental data from Refs. [47]" [48]°, and [49]°. Here E*(T1)
and E* denote T triplet exciton energy and band gap or HOMO-
LUMO separation, respectively.

HSE PBE HSE40 B3LYP Exp.
Eiibulk 121 057 164 199 113
EA o 468 454 474 4.69 5.9
Jonsa 1.26 1.24 1.27 1.30 1.25¢
Tcbulk

position. Both within PBE and HSE, Tc- and Si-
localized excitons correspond to local and global energy
minima, respectively. The intersection of the corres-
ponding PES occurs at slightly different geometries, and
the transition barrier within HSE (27 meV) is larger than
with PBE (11 meV), but still small. These data suggest
that quantitative results require the use of HSE. AIMD
calculations based on the PBE functional are expected,
however, to capture the essential physics of the DB
assisted exciton transfer, while transition probabilities and
transition times will be affected by the functional. This
does not hold for the approximation used to model the
dispersion interactions: Test calculations for the Tc/Si
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FIG. 7. Energetics of exciton transfer from the Tc layer (HD
model) into the defective Si(111):H substrate calculated within
PBE and HSE. The PES are calculated starting from the lowest
energy configuration of Tc- and Si-localized triplet excitons, i.e.,
Tc*Si and TcSi*, respectively (see Ref. [35] for atomic coor-
dinates). The interface structures are subsequently fully relaxed
for various vertical Si DB atom positions, that serve as reaction
coordinate. Solid lines are to guide the eye.
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(001):H high-density and low-density interfaces using the
PBE + D3 approach [46] yield essentially identical
atomic structures and electronic states in the band gap
region than obtained with PBE + D2.

The electronic wave functions are expanded into plane
waves up to an energy cutoff of 30 Ry. This cutoff provides
converged results as verified by expanding the cutoff to
60 Ry. The interface Brillouin zone is sampled using a
2 x 2 x 1 mesh for structural relaxation and AIMD calcu-
lations. The electronic density of states is calculated using a
4 x4 x 1 grid. Energy and force convergence criteria are
1078 Ry and 10~* Ry/ay, respectively. The Verlet algo-
rithm with a time step of 1 fs is used for the AIMD.

The atomic structures of the AIMD starting configura-
tions are obtained by slightly randomizing and sub-
sequently thermalizing (for 400 fs) the snapshots (50 fs
apart) of a ground-state molecular dynamics trajectory. The
electronic starting configuration is then prepared by occu-
pying the electronic states such as to model the lowest Tc
spin triplet. The total magnetization of the system is
conserved throughout the AIMD simulation for the sake
of numerical stabilization. The nonadabatic coupling coef-
ficients used to obtain the hopping probabilities between
the PES are calculated by using modules from the Libra-X
package [32].
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