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The electric dipole moment (EDM) plays a crucial role in determining the interaction strength of an atom
with electric fields, making it paramount to quantum technologies based on coherent atomic control. We
propose a scheme for engineering the potential in a Paul trap to realize a two-level quantum system with a
giant EDM formed by the motional states of a trapped electron. We show that, under realistic experimental
conditions, our system exhibits enhanced EDMs compared to those attainable with Rydberg atoms, serving
as a complementary counterpart in the megahertz (MHz) resonance-frequency range. Furthermore, we show
that such artificial atomic dipoles can be efficiently initialized, read out, and coherently controlled, thereby
providing a potential platform for quantum technologies such as ultrahigh-sensitivity electric-field sensing.
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Introduction.—Coherent coupling between atoms and
electromagnetic fields is one of the most essential ingre-
dients in light-matter interactions. The magnetic dipole of
quantum systems allows using the magnetic field gradients
to couple the electron’s spin to its motion [1-5], while the
electric coupling strength critically depends on the magni-
tude of the electric dipole moment (EDM) of the atomic
system [6,7]. A large EDM, and thereby a strong coupling,
significantly enhances the speed of coherent manipulation
[8], enables novel driving or coupling regimes [9-32], and
increases the sensitivity to electric fields [33-36]. For
example, the large EDM endows Rydberg atoms with
exceptional sensitivity to electric fields [37-44] and the
resulting strong interatomic dipole-dipole interaction
already successfully shows great promise for applications
in quantum information processing [45-53]. In 8’Rb atoms,
for instance, the EDM between neighboring states with the
principal quantum number n ~ 65 is roughly 4000ea,, with
the elementary charge ¢ and Bohr radius a, which corre-
sponds to 0.2 epm [37].

In Rydberg atoms, further augmenting the EDM by
increasing the principal quantum number would result in
small binding energies (x n~2) [47,54] and thereby insta-
bility of the Rydberg states. This corresponds to the case if
the transition frequency were to reach the MHz range, a
range that is indispensable in broadcasting and air-to-
ground communication, owing to the long wavelengths
and extended propagation distances [41-44]. Therefore, it
would be appealing to realize an alternative controllable
system with giant EDMs as a complement to Rydberg
atoms in the MHz resonance-frequency range.

In this Letter, we systematically engineer the trapping
potential for a single electron to obtain a two-level quantum
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system, formed by Rydberg-like motional states of the
electron, with a resonance frequency within the MHz range
and an EDM of several epm. The engineered potential
bears the essential feature of the Coulomb potential in
natural atoms, i.e., the inverse-distance form, and more
importantly ensures the stability of the eigenstates with
giant EDMs. We show that the system can be initialized via
fast quasiadiabatic dynamics by appropriately deforming
the potential [55-58]. Under realistic experimental con-
ditions, our analysis demonstrates that the EDM can reach
7 epm, more than an order of magnitude larger than those
between stable Rydberg states, with initialization and
readout fidelities above 95%. We demonstrate that recent
progress in trapping and controlling electrons in Paul traps
[59-62] suggests the feasibility of the scheme we present
and that the system may provide a superior performance in
electric-field sensing.

Anharmonic potential engineering.—Our goal is to
construct a stable two-level system with a giant EDM by
designing a suitable trapping potential. Figure 1(a) shows
the prototype of our trap, which combines two symmetric
layers of electrodes separated along the y direction. The ac
electrodes [red in Fig. 1(a)] are driven by a radio-frequency
(rf) voltage, generating effective confinement in the radial
(x and y) directions with a secular frequency w, (see
Supplemental Material (SM) [63], Sec. IB). The key
element in our design is the extension of the potential
generated by the dc electrodes [blue and yellow in
Fig. 1(a)] from merely second order, as in usual Paul traps
[60—62,80-82], to third, fourth, or even higher order in the
axial coordinate z. In Fig. 1(b), the yellow line shows the
actual potential @5, generated by the dc electrodes along

© 2024 American Physical Society


https://orcid.org/0000-0002-9863-8007
https://orcid.org/0000-0003-2570-7267
https://orcid.org/0000-0001-6635-044X
https://orcid.org/0000-0002-6919-6596
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.132.073202&domain=pdf&date_stamp=2024-02-16
https://doi.org/10.1103/PhysRevLett.132.073202
https://doi.org/10.1103/PhysRevLett.132.073202
https://doi.org/10.1103/PhysRevLett.132.073202
https://doi.org/10.1103/PhysRevLett.132.073202

PHYSICAL REVIEW LETTERS 132, 073202 (2024)

a dc electrodes b
(a) t . (b)

> o Pigens
= 60 - == ®45(0,0,2) i

z (pm
(c) (pm)
4004
N 10 ~
= 300 =
3
~ 200 L5 S
<100 Freq. =
| - == Dipole
(RE 0

T T T T
0 1000 2000 3000 4000
n

40 pm

ac electrodes

FIG. 1. (a) Cropped geometry of the electrodes in our trap
design (see SM [63], Sec. I A for a more detailed geometry). The
ac electrodes (red) are driven by the same rf voltage but with
opposite phase, whereas the dc electrodes (blue and yellow) are
supplied with voltages symmetric around the z axis. (b) @;y., 1S
the ideal potential of the form a,z> + a3z> + asz*, ®sp is the
actual potential generated by the dc-electrode design, and ®.. is
the effective axial potential obtained from Eq. (2). (c) Transition
frequency (blue) and the corresponding EDM (red) between the
eigenstates |y, 1) and |y,) for the effective axial potential ®,
shown in (b). The pink region covers quantum numbers with
3156 < n < 3565. For (b) and (c), we have used the parameters
d =40 pm and w), = (27)300 MHz.

x =y = 0. The most significant component of the potential
has the form a,z> + a3z’ + a4z* along x =y =0, as
shown by the blue line. The coefficients a; and a, have
the form (see SM [63], Sec. IC)

_2a
3d

. 3(13

% 4= gq

(1)

where d represents the distance between the two points
along axis z satisfying 0(azz® + asz*)/dz =0 and
ab = m,w?/2e describes the approximately harmonic
confinement of a;z> 4 a,z* around z = —d with frequency
w),. Without loss of generality, we choose the parameters
d =40 pm and ) = (27)300 MHz for numerical de-
monstrations.

This results in a potential similar to the Coulomb
potential over a certain range of z. We calculate the
eigenenergies and eigenstates of the axial-motion
Hamiltonian H, = p?/2m, + e®,(z), where ®.(z) is the
effective axial potential

®.(2) = // (@30 + Dyl ()2ly () Pdxdy,  (2)

with w(x) and w(y) representing the electron wave function
in the x and y direction, respectively, and @, denoting the

n
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FIG. 2. (a) Dependence of the transition frequency and the
EDM on the potential parameter d, which is obtained by using
the actual effective potentials with ) = (27)300 MHz.
(b) EDM as a function of the transition frequency. Blue:
two-level systems from our design. Yellow: Rydberg states (n +
1)P3j,m; = 1/2 and nDs;m; = 1/2 of 87Rb [37,40] with n in
the range 40-100 (calculated using the Alkali Rydberg Calcu-
lator package [83]). Green: harmonic-oscillator ground state and
single-phonon Fock state.

static 1f pseudopotential. We note that the effective poten-
tial [cf. Eq. (2)] agrees well with the actual potential, as
shown in Fig. 1(b), and accounts for the axial-radial motion
couplings induced by the third-, fourth-, and higher-order
dc-potential terms, and the imperfections of both the dc and
rf potentials arising from realistic experimental conditions;
see SM [63], Sec. ID.

In Fig. 1(c), the blue line shows the transition frequency
between the eigenstates |y,,;) and |y,), of the axial-
motion Hamiltonian H,, and the red line shows the
corresponding EDM, which exceeds 10 epm within the
pink region with highly nonlinear eigenenergies. Here, the

EDM between the ith and jth eigenstates, |y;) and |y ), of
the z-direction motion is defined as
Hij = e(Wi|Z|Wj>' (3)

In contrast to Rydberg states, these large-quantum-number
eigenstates are still stably trapped in the designed potential.
In Fig. 2(a), we show that the EDM increases for a larger d,
whereas the transition frequency decreases (see SM [63],
Sec. II). A comparison between Rydberg states, harmonic-
oscillator Fock states, and the eigenstates of our system is
shown in Fig. 2(b). The result demonstrates that our
platform would be appealing for quantum applications in
the MHz frequency range, where the EDMs promised
by our proposal are more than an order of magnitude
larger than those achieved by stable Rydberg states with
the principal quantum number n < 100 and harmonic-
oscillator Fock states.

System initialization.—We proceed to demonstrate that
the two-level system formed by the neighboring motional
eigenstates with giant EDMs can be efficiently initialized
by a potential deformation [84]. Initially, the electron is
trapped in a standard Paul trap with an axial harmonic
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FIG. 3.

(a) Potential deformation from the light blue into the deep blue curve. The initial state depicted by the dotted red line is the

ground state of the initial potential, whereas the final state depicted by the solid red line is the 3566th eigenstate of the final potential.
(b) Tllustration of the evolution throughout the different stages, where [y, ) is the ground state of the right well and |y;) is the jth
eigenstate of the full potential. (c) Eigenenergies for the eigenstates of the full potential as a function of a,, presenting the ideal trajectory
of |y) in the a, parameter space, for example, with n = 3566. (e) Fidelity between the ideal eigenstate and the prepared state after Stage
I and Stage II as a function of the evolution time of the two stages, which is obtained from numerical simulation. The right panel of (e) is

obtained with an optimal Stage-I evolution time #; = 199.4 ns.

potential a,z%, where a, = m,w?/2e corresponds to a trap
frequency of @, = (27)300 MHz. It is then brought close
to the motional ground state using the cooling techniques
developed in other related systems [59,85-87] (see Sec. II
A in SM [63]). Subsequently, applying additional voltages
to the blue dc electrodes, the higher order terms of the
potential shown in Fig. 1(b) is added. The electron is
approximately in the ground state of the new potential,
since the higher order contributions are negligible com-
pared to the initial harmonic potential. The parameter a, is
then gradually decreased to deform the effective axial
potential, as shown in Fig. 3(a), from the lightest blue
curve to the deepest blue one [i.e., the green dotted line
shown in Fig. 1(b)]. Meanwhile, the system evolves into the
nth eigenstate of the designed potential, which is a
component of our two-level system.

The evolution of the state |y) can be divided into two
distinct stages, as shown in Fig. 3(b). Stage I (from ¢, to t,,,)
transforms the state |y) from the initial harmonic-potential
ground state |y) into the nth eigenstate |y,) of the full
potential. During this stage, the evolution is adiabatic only
when a, is away from GRAPs. Here, the acronym GRAP
stands for energy-level anticrossing point (abbreviated as
AP) in a, parameter space [see Fig. 3(c)] of a state initially
approximating the ground state of the right well (abbre-
viated as GR). At these GRAPs, the state |y) nonadiabati-
cally crosses energy levels, resulting in an increment of the
quantum number [88,89]. We remark that the large detun-
ing between axial and radial modes will suppress the
possible axial-radial phonon leakage at corresponding
anticrossings. When the anticrossing gaps at the GRAPs

are small, Stage I can be approximated by an adiabatic
decrease of the right-well confinement and a fast quasia-
diabatic method [57] can be utilized to speed up the
process. Thus, the trajectory of a, during Stage I obeys

_€ [ERI (az) = ER,-(az)]z

da2 €
— = mi ’
di R | (w, (a2)| 2 |, (a2))

(4)

where € < 1is a constantand Eg (a,) and |yg (a,)) are the
ith instantaneous eigenvalue and eigenstate, respectively,
of the right well for a specific a,. Assuming the right
well is nearly harmonic, this trajectory reads (see SM [63],
Sec. I1C)

a(t) = [4 e/mget + \/I/T(tg)}_z.

Stage II (from 7, to t;) is an adiabatic process, during
which the trajectory of a, can also be calculated by an
equation similar to Eq. (4). An example trajectory is shown
in Fig. 3(d) with a,(ty), ay(t,,), and a,(t;) indicated by
vertical dashed lines in Fig. 3(c). The resulting anticrossing
gap between a,(t,,) and a,(ty) is (27)1.8 MHz. The final
two-level system, in this example, is composed of |y,,) and
lw,—1) with n = 3566, possessing a transition frequency of
(27)59.9 MHz and an EDM of 7.16 epm.

To precisely control the potential deformation during the
two stages, we decompose a,z> into two parts, namely
azﬁregzz and azytmyZQ, generated by the blue and yellow dc
electrodes, respectively [cf. Fig. 1(a)]. Because of the small
size and the specific placement of the yellow dc electrodes,

(5)
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the voltages supplied to the yellow ones are of the same
magnitude as those supplied to the blue ones even if a; g,y
is orders of magnitude smaller than a, ., (see SM [63],
Sec. I E). In Fig. 3(e), we show the fidelity between the
ideal eigenstate |y,) and the actually prepared three-
dimensional state |y3p) after Stage I (Stage II) as a function
of the evolution time #; = t,, — 1 (&, = t; — 1,,), which is
defined as

F = (ysp|(l, ® I, ® |w,) (w.|)lwsp)- (6)

with the identity operators /, and I, of the motion in the x
and y dimensions, respectively. The left panel of Fig. 3(e)
demonstrates an optimal evolution time of Stage I, which
balances the competing effects that necessitate fast poten-
tial deformation near GRAPs and slow deformation else-
where. The right panel of Fig. 3(e) is likewise obtained with
this optimal #; = 199.4 ns, showing that the initialization
fidelity can reach 98.8% for t, = 1.75 ps (see SM [63],
Secs. II D, ITE).

State readout.—For the state readout of the two-level
system formed by eigenstates |y,,) and |y,,) of H., we first
transfer the information of the motional states onto the spin
degree of freedom of the trapped electron using a magnetic-
field gradient oscillating with the frequency wp that is
resonant with the transition of the two-level system. This is
described by the Hamiltonian

Hp = H, - pgbys,z cos(wgt + ¢p), (7)

with the Bohr magneton g, the y Pauli matrix s, of the spin
degree of freedom, and b, = dB,/dz. On the other hand,
we denote the x and y Pauli operators of the motional two-
level system by o, and o,, respectively. In the interaction
picture with respect to H,, one can perform a rotating-wave
approximation and thereby obtain (see SM [63], Sec. IVA)

(int)

1
Hp' = —Ehgsy ® o6, (8)

where 6, = cos(¢)o, +sin(p)o,, ¢ = ¢ —¢p,, with
¢z = arg(znn’)’ Znn = <l//n|z|l//n’>’ and 9= /"Bby|znn’|/h'
Hamiltonian (8) induces a conditional rotation of the spin
state. If the spin is initialized into the state |1) (the +1
eigenstate of s,), after = 7/2g, the spin state will have
been rotated into |+) or |—) (namely the +1 eigenstates of
s,), depending on the motional-state projection on the
eigenstates of o, i.e., [|,) or |1,). Therefore, the infor-
mation on the motional states is transformed into the popu-
lations of the spin eigenstates of s,, which can then be read
out through a spin measurement based on developed
techniques in Paul and Penning traps [59,80,85,90-93].
We proceed to numerically simulate this transfer process
and calculate the average fidelity F,,, = (F, + F_)/2,
where F . represents the fidelity between the final spin state
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FIG. 4. (a) Average readout fidelity as a function of the transfer

time 7z/2g, which is obtained from numerical simulation in the
Hilbert space composed by the spin space and the motional
subspace formed by the eigenstates |y3sq; ) through |y3575) of the
potential with a,(z;) from Fig. 3(c) (see SM [63], Sec. IV C).
(b) Susceptibility dp/dE |¢ _ as a function of the interaction
time for an EDM of 7.16 epm without (solid blue) and with noise
(dashed blue), which is compared with the noiseless results for
the EDMs of 1 (pink), 2 (green), and 3 epm (yellow). In both (a)
and (b), we assume the spectral density of the electric-field noise
to follow the power law Sg(w) « 1/w'? with Sg[(27)1 MHz] ~

1072 (V/m)?/Hz for a 4-K environment and a particle-surface
distance of 30 pm [94,95].

and the ideal state |£) for the initial motional states ||,)
and |1,), respectively. The influence of electric-field noise
is explicitly taken into account by employing a master
equation (see SM [63], Sec. IV B), where the noise-induced
transition rate between the eigenstates is specified by the
spectral density of the noise. Figure 4(a) shows how the
average fidelity changes with the spin-motion coupling
strength g¢. If the coupling is too strong to ensure the
validity of the rotating-wave approximation, the averaged
fidelity would be very low. On the other hand, if the
coupling is too weak, the averaged fidelity will also
decrease due to the action of the noise over the long
transfer time z/2g. As shown in Fig. 4(a), the average
fidelity can reach 95.2% for an optimal transfer time of
180 ns, which, thanks to the large EDM, only requires a
magnetic-field gradient b, = 14 T/m that is experimen-
tally feasible [1-5].

Coherent control and quantum sensing.—Owing to the
nonlinear eigenenergies, the artificial atomic dipoles can be
coherently controlled as a two-level system by an oscillat-
ing electric field along the axial direction with amplitude
&, frequency wp, and phase ¢x. This can be described by
the Hamiltonian

Hp = H, — ezE, cos(wgt + ¢r). 9)

To characterize how fast the two-level system formed by
lw,) and |w,/) can be controlled, we introduce the effective
detuning

Aw,, = min <|ﬂnn’| Awi]ﬁnr/) ’ (10)
i€(nn'),jé(nn') |.”ij|
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where Aw;j . = [|@j| = |w,y|| with w;; = (E; — E;)/h.
The coherent-control Rabi frequency Qg = |y, |E./R is
required to be much smaller than the effective detuning to
ensure that leakage to other energy levels is negligible (see
SM [63], Sec. IV A). For a;(t;) from Fig. 3(c), one finds an
effective detuning of (27)5.5 MHz (see SM [63],
Sec. II B).

Lastly, in the same framework, we consider the quantum
sensing of a weak electric field along the axial direction that
is oscillating on resonance with the transition of the two-
level system, i.e., with the frequency wg = w,,. The
system is initialized into |y,), and after an interaction
time ¢, the probability to find the system in the +1
eigenstate of o4, with ¢p = ¢pp — ¢, — 7/2, reads p = [1 +
sin(Qg1)]/2 (see SM [63], Sec. IVA). Taking into account
the influence of the electric-field noise, the susceptibility of
this probability to the electric-field strength can be written
as (0p/oE,)|e —o = |pnw|exp(—T't)t/2h, where I' is an
effective decay rate (see SM [63], Sec. IV C). Figure 4(b)
demonstrates that, even in a noisy environment, the giant-
EDM sensor presents an improved susceptibility in a
certain range of the interaction time, indicating an enhanced
metrological performance [96].

Conclusion—We have presented a novel method to
create a two-level system with a giant EDM, formed by
motional states of an electron confined in a specially
engineered Paul trap. In order to show the practicality of
the proposal, we have presented the efficient initialization
and readout, as well as the coherent manipulation of the
system, with consideration of realistic experimental con-
ditions. Our detailed analysis and numerical simulations
demonstrate the feasibility of our approach within state-of-
the-art experimental capabilities. Furthermore, we have
illustrated a simple protocol for electric-field sensing,
showcasing a very prominent susceptibility to the electric-
field strength. Our work represents a promising approach to
creating giant EDMs in artificial quantum systems and
opens appealing possibilities for coherent atomic control
and quantum technologies. The design principles of our
approach could potentially be extended to other trapped-
electron systems. Typical examples are helium- or neon-
trapped electrons [97-100], where the ground-state cooling
of single trapped electrons has been demonstrated. In
addition, we remark that the present system with giant
EDM may offer a possible way to significantly promote
coherent interaction between charged particles through
conductor wiring [101,102].
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