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The fluxonium qubits have emerged as a promising platform for gate-based quantum information
processing. However, their extraordinary protection against charge fluctuations comes at a cost: when
coupled capacitively, the qubit-qubit interactions are restricted to XX interactions. Consequently, effective
ZZ or XZ interactions are only constructed either by temporarily populating higher-energy states, or by
exploiting perturbative effects under microwave driving. Instead, we propose and demonstrate an inductive
coupling scheme, which offers a wide selection of native qubit-qubit interactions for fluxonium. In
particular, we leverage a built-in, flux-controlled ZZ interaction to perform qubit entanglement. To combat
the increased flux-noise-induced dephasing away from the flux-insensitive position, we use a continuous
version of the dynamical decoupling scheme to perform noise filtering. Combining these, we demonstrate a
20 ns controlled-z gate with a mean fidelity of 99.53%. More than confirming the efficacy of our gate
scheme, this high-fidelity result also reveals a promising but rarely explored parameter space uniquely
suitable for gate operations between fluxonium qubits.
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Repeated demonstrations of long coherence times [1-3]
and high-fidelity gate operations [4—8] over the years have
firmly established the fluxonium qubits as a promising
platform for gate-based quantum computation. Compared
to transmons, fluxonium qubits have two obvious advan-
tages: their low transition energies between the ground and
first excited state allows for better coherence times by
reducing the effect of dielectric loss [2,9,10]; and their large
anharmonicity offers a broad spectral range for qubit
operations without leakage to higher (noncomputational)
excited states [4,5]. Most experiments, therefore, have
treated fluxonium as an improved version of transmon
by opting for a capacitive coupling scheme standard for
charge-type qubits [11]. However, the fluxonium’s com-
plete lack of energy dispersion in charge basis, while
providing an excellent protection against charge-noise-
induced dephasing, means that any interaction mediated
through charge is restricted to the transverse direction of
the qubit. Although such XX interaction can be used to
perform iISWAP-like gates [4,6], it precludes easy access to
a broader range of two-qubit operations such as controlled-
7 (cz) or controlled-NOT CNOT gates. Instead, an effective
ZZ interaction needs to be constructed [6,7,12-14] by
temporarily populating the transmonlike higher excited
states, whose short coherence times ultimately limit the
fidelity of the gates. Alternatively, a second-order effect of
the driven dynamics can be exploited [5,15] to create an
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effective XZ coupling, but such schemes have to balance
slow gate speed with large unwanted interactions.

At its core, fluxonium qubits belong to the family of flux
qubits, and are therefore most naturally coupled inductively
[Fig. 1(a)]. All flux qubits are essentially superconducting
loops interrupted by Josephson junctions. When an external
flux @ close to half-flux quantum ®,/2 is applied to the
loop, persistent currents £/, circulate the loop in opposite
directions, expelling or pulling additional external flux to
maintain flux quantization. These persistent current states
are coupled via the Josephson junction at a tunneling
energy A [Fig. 1(b)]. By controlling the magnetic energy
difference between these states e =2/,(® —d;/2),
® determines the qubit energy hw, = V €? + A% More
importantly, it also determines the orientation [16,17] of
the current operator I [18] flowing across the junction

with respect to the energy quantization axis &, of the

qubit [Fig. 1(c)]:

Z

I=1,(cos06,—sin0s,), (1)

where 6 = arctan(A/e) is the mixing angle between the
tunneling energy and the magnetic energy. At ® = ®,/2,
the qubit energy is first order insensitive to ®, and 7 is
perpendicular to the energy quantization axis &,. Away
from the degeneracy position, fluctuations in the current not
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FIG. 1. Inductively coupled fluxonium pair. (a) A pair of fluxonium qubits are coupled inductively though a mutual inductance M,
creating an interaction of the form M1,1, where i = A or B indexes the qubit and I, is the qubit’s current operator. Each qubit can be
individually controlled with an external flux ®; applied to its superconducting loop with total inductance L,. (b) For each qubit, its
ground (|¢)) and excited (|e)) states are superpositions of two persistent current states (dashed lines) with equal currents circulating the
loop in opposite directions. Defining the average magnetic energy of the two persistent current states to be zero, their energy difference ¢
is linearly dependent on ® applied to the qubit. The degeneracy between these states at ® = d,/2 is lifted by the Josephson junction
with a tunneling energy A. (c¢) Such a system resembles [16] a spin of unit dipole moment subjected to a fictitious magnetic field
B = AY + €, where 2/ aligns with T (red). By adjusting € via @, we can access a diverse range of interactions by controlling the
orientation of the qubit energy quantization axis &,, aligned along the net magnetic field Z (green) and rotated by an angle € with respect
to the current operator 1. (d) False colored optical image of the inductively coupled fluxonium pair. The white dashed rectangle locates
the mutual inductance, created by a galvanic connection that shares two junctions between the two fluxonium loops. (e) Scanning

electron micrograph showing the two shared overlap [37] junctions.

only drives qubit excitation but also alters the qubit energy.
Naturally, when a pair of flux qubits are connected via a
mutual inductance M, circulating currents in one qubit
induces current in the other qubit, creating a coupling of the
form M1,1 j» Where the subscripts index the qubits.

Indeed, inductive coupling offers a diverse range of
entangling interactions via the control of the external flux ®
applied to the qubits. These interactions are partly inves-
tigated by the early proposals [17,38-43] concerned with
connecting the prototypical flux qubits [38]. However,
impeded by their extreme sensitivity to flux noise, these
flux qubits saw limited application in gate-based quantum
computing and have largely pivoted to the field of quantum
annealing [44-47]. The few demonstrations [8,48,49] of
gate-based operations are limited to the flux-degeneracy
position, where the lack of first-order flux dispersion
alleviates the qubit decoherence but again restricts the
qubit interactions to the transverse directions. By reducing
the persistent currents /,, with the increased loop induct-
ance, fluxonium qubits significantly reduce their sensitivity
to flux noise [50,51], paving the way toward high-fidelity
entangling operations that require temporary excursions
away from the flux-degeneracy position.

In this Letter, we inductively couple a pair of fluxonium
qubits and demonstrate high-fidelity gate operations by
leveraging a native ZZ interaction that is only switched on

when both qubits are biased away from their flux-
degeneracy positions. As shown in Figs. 1(d) and 1(e),
the inductive coupling is created by a galvanic connection
that shares part of the junction arrays forming the
loop inductors. Under external fluxes ®, and ®p close
to @y/2 [18], we can write down the general form of the
system’s Hamiltonian,

n )
H(®,, ) = > Z ;6% + J sin 0, sin 056468
i=A.B
- JZ cos @; sin Qj&éff)’;
i#j
+ J cos 0, cos 036468, (2)

where J/h = MI415/h~2x x 19 MHz is the inductive
coupling strength, and 6; = arctan (A;/e;(®;)) is the mix-
ing angle of the ith qubit with cos6; = 0 at ®; = ©,/2.
In this Hamiltonian, the first line contains the always-on
transverse interaction. The second line describes an XZ
interaction when either qubit is biased away from its flux-
degeneracy position. When modulated at an appropriate
frequency [52,53], such a native XZ coupling provides a
promising path toward a fast controlled-NOT gate. But for
near-static flux modulations considered in this Letter, qubit

Jj merely acquires an i-state-dependent rotation of angle
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(2J/hw;) cos B;sin@;6. that has little consequence for
J < hw; [18]. Finally, when both qubits are biased away
from the half-flux position, the ZZ interaction in the last
line of Eq. (2) induces qubit frequency shifts dw; =

2g..(6%) dependent on the state of the other qubit, defining
the shorthand Ag,, = J cos 8, cos 6.

To confirm this system Hamiltonian, we perform
spectroscopic measurements on qubit A at a constant
@O, = 0.458®, [Fig. 2(a)] while varying the external flux
@y applied to qubit B. When the two qubits come into
resonance, the transverse interaction causes a coherent
exchange of qubit energy, which manifests as level repul-
sions at ®p = 0.5 £0.062d,. Away from the resonant
positions, this coherent exchange is suppressed by the qubit
detuning. Instead, the effect of the ZZ interaction domi-
nates. Because qubit B is initialized in a thermal state with
approximately 24% probability of finding |e), the spectrum
of qubit A is double peaked, where the more and less
prominent peaks respectively correspond to qubit A’s
frequency when qubit B is in state |g) and |e). The distance
between these peaks therefore directly corresponds to g,
adjustable via the control of the external flux.

Leveraging this flux-controlled ZZ coupling, we imple-
ment two-qubit conditional-phase gates by simultaneously
applying flux pulses on @, () to both qubits. Using a
Ramsey-type experiment [Fig. 2(b)], we characterize the
accumulation speed of the conditional phase under flux
pulses of length z,

vg = = A 40 (@ (1), @4 (1)1 3)

T

Figure 2(c) shows v, as a function of how far the qubits are
biased away from the half-flux position under square pulses

—
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of amplitude 0@,z and duration 7 =200 ns. In this
experiment, we enveloped the square pulses with a tanh
function with a characteristic rise time ¢, = 2 ns, slow
enough to ensure that the flux modulations do not signifi-
cantly alter the qubits’ excitation via diabatic passages [18].
Note that when either qubit is kept at the half-flux position
(6®; = 0), a conditional phase still accumulates slowly.
Indeed, this slow accumulation is the result of a residual ZZ
coupling ¢, caused by transverse interactions between
the computational states and higher-energy qubit states
[12,15]. Importantly, this residual ZZ coupling does not
contribute any two-qubit gate errors because it is naturally
absorbed into Eq. (3) during gate calibration. Meanwhile,

™ &~ 27 x 17.4 kHz at the idle position [18], where both
qubits are parked at ®,/2, contributes a negligible error
in the range of 107 to single-qubit operations. We stress
that, because we leverage a native ZZ interaction that is first
order to the coupling strength J, we could easily attain a
large on-off ratio in g.. close to 10° without relying on
demanding cancellation engineering [5-7,13,15]. Indeed,
by simply increasing the distance of both qubits from ®,,/2,
we can drastically increase the accumulation speed of
the conditional phase and perform two-qubit CZ gates
(vy7t = ) as fast as 9 ns. However, this exceptional gate
speed comes at the cost of increased qubit sensitivity to flux
noise and reduced coherence times.

To combat the effect of flux noise during two-qubit gate
operations, we embed a continuous version of the dynami-
cal decoupling scheme [54] to our flux-control pulses.
Specifically, we sinusoidally modulate both flux pulses at
frequency w,, with equal phase, resulting in a near-
sinusoidal modulation on the slope of either qubit’s flux
dispersion D; = dw,;/0®;, which averages to zero over
integer periods [Fig. 3(a)]. Because its noise-filtering
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FIG. 2. A native ZZ interaction allows for conditional-phase gates. (a) The spectrum of qubit A is measured as a function of the
external flux ®p applied to qubit B, while ®, = 0.458®, is kept as a constant. As a result of the native ZZ interaction, qubit A’s
resonant frequency is shifted in opposite directions when qubit B is prepared in either |g) or |e). Here, qubit B is prepared in a mixed
state with approximately 24% probability in |e), leading to a double-peaked spectrum where the more prominent peak corresponds to
qubit B in |g). Additionally, level repulsions can be observed when the two qubits come into resonance at @z = 0.5 + 0.062D,,.
(b) Using a Ramsey-type experiment, we measure the conditional phase ¢ accumulated on qubit A when we bias both qubits away from
@, /2 using the square pulse of amplitude 6@, p for duration 7. (c) As a function of the pulse amplitudes, we plot the measured

accumulation speed of the conditional phase v, = ¢/7.
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FIG. 3. Using dynamical decoupling to combat flux-noise

induced dephasing. (a) The first-order derivative of qubit A’s
frequency dispersion, dw, /d®,, is plotted as a function of ®,. A
sinusoidal flux modulation about ®,/2 produces an approxi-
mately-sinusoidal modulation of dw, /d®,, which averages to 0
over integer periods. (b) We measure the characteristic
decoherence times (7,) of qubit A under different flux modu-
lations @4 (7) while qubit B is kept at @ /2. For easy comparison,
the amplitude of the flux modulation expressed in vy had the
same flux modulation applied to both qubits [D4(7) = ®g(7)].
The shaded region corresponds to v, large enough to support cz
gates under 50 ns.

function is given by the Fourier transformation of the time-
dependent D(¢) [55], the qubit dephasing becomes sensi-
tive only to a narrow region of noises with frequencies
close to w,, [18]. Compared to a net-zero decoupling
scheme [56,57], where each flux pulse consists of two
back-to-back square pulses of equal duration but opposite
amplitude, our scheme provides an in situ selection of noise
frequency while requiring only microwave controls. It is
important to note that, because #AD; :213', cos@;, this
energy dispersion to external flux is precisely the source
of the native ZZ interaction we exploit in two-qubit gates:
9., <« Dy Dpg. Yet, while our sinusoidal flux modulations
average the energy dispersion of either qubit to zero to
reduce dephasing, their correlation nevertheless preserves
a nonzero ZZ interaction, or Vg, averaged over integer
periods. In Fig. 3(b), we demonstrate the efficacy of our
dynamical decoupling scheme by measuring qubit A’s
characteristic decoherence time 7, under different flux
pulses ®,(¢) while qubit B is kept at ®y/2. For easy
comparison [18], the amplitude of ®,(7) is expressed in v,
had both qubits been simultaneously modulated with
the same pulse [®p(1) = ®4(t), diagonal dashed-line in
Fig. 2(c)]. Because the qubit dephasing is dominated by
1/ f-flux noise, a clear improvement in 7, can be observed
when the modulation frequency is increased from 500 kHz
to 50 MHz. Compared to the case without any dynamical
decoupling scheme, the sinusoidal flux modulation
improves the coherence time of qubit A by more than an
order of magnitude at modulation amplitudes large enough
to support fast cz gates under 50 ns (shaded region).
Employing the sinusoidal dynamical decoupling
with w,, = 2z x 50 MHz, we calibrate a 20 ns cz gate.

100 = +Clliffordgate' +CZ?ate +Ildlegatel
99.8 | + ; 4 ’ + *
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FIG. 4. Gate performance. The gate performances are moni-
tored over a period of 30 h using the standard RB techniques. The
error bars correspond to fitting uncertainties.

The detailed calibration process can be found in the
Supplemental Material [18]. Unfortunately, we suffer from
relatively large flux-pulse distortions that require us to
append another 20 ns idle time after every cz gate,
effectively doubling our gate time.

Nevertheless, we demonstrate in Fig. 4 our ability to
perform high-fidelity gate operations using randomized
benchmarking (RB) [58,59]. Monitored over 30 h, we
measure a mean Clifford fidelity of F = 98.85 4 0.08%,
and a mean cz gate fidelity of Fcy = 99.53 +0.07%,
where the uncertainty intervals capture the time fluctuations
in the measured fidelities. Because our device suffers
from serious TLS poisoning whose effect fluctuates over
time [18], it is immensely difficult to accurately predict the
decoherence limit of our cz gate. Instead, we provide a
sense of the decoherence effect on the gate fidelity
by measuring the mean Fig. = 99.78 +0.05% of a
40 ns idle gate, limited by the coherence times at the idle
position [18]. In doing so, we find that approximately half
of our Cz gate error comes from decoherence sources that
also suppress our qubit coherence times at the degeneracy
positions to below 100 ps [18], a subpar performance for
fluxonium qubits. Improvements in this performance or
reductions in the idle time after each cz gate therefore could
significantly improve our gate fidelities.

More than confirming the efficacy of our gate scheme,
our high-fidelity result also reveals a promising but rarely
explored parameter space for gate operations. Whereas
transmons traded away rich interactions similar to those
described in Eq. (2) in favor of an improved coherence
time, prototypical flux qubits simply suffer too much
decoherence to effectively leverage them. Because of their
reduced sensitivity to flux noise compared to the proto-
typical flux qubits, fluxonium qubits can be operated away
from their degeneracy positions, and are therefore uniquely
suited to exploit the diverse interactions enabled by
inductive-coupling for gate operations.

In summary, we demonstrated a particular synergy
between fluxonium qubits and inductive coupling schemes
that leads to a native ZZ interaction when both qubits are
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biased away from the flux-degeneracy positions. By adjust-
ing the external flux applied to the qubits, we can tune the
ZZ-interaction strength over 3 orders of magnitude, ena-
bling fast entangling operations with minimal adverse
effects to single-qubit operations. Finally, by embedding
a sinusoidal dynamical decoupling scheme into the control
sequences, we suppressed the additional dephasing intro-
duced by the two-qubit operations and demonstrated high-
fidelity cz gates that does not involve higher energy states.

Looking forward, tunable couplers based on inductively
coupled SQUIDs or fluxonium qubits [8,60] may be a
prerequisite for performing the quantum operations dem-
onstrated in this Letter at a much larger scale. Alternatively,
the thus far neglected native XZ interactions may also hold
a promising path toward highly scalable [15] entangling
operations.
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