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The quantum supremacy experiment, such as Google Sycamore [F. Arute et al., Nature (London) 574,
505 (2019).], poses a great challenge for classical verification due to the exponentially increasing compute
cost. Using a new-generation Sunway supercomputer within 8.5 d, we provide a direct verification by
computing 3 × 106 exact amplitudes for the experimentally generated bitstrings, obtaining a cross-entropy
benchmarking fidelity of 0.191% (the estimated value is 0.224%). The leap of simulation capability is built
on a multiple-amplitude tensor network contraction algorithm which systematically exploits the “classical
advantage” (the inherent “store-and-compute” operation mode of von Neumann machines) of current
supercomputers, and a fused tensor network contraction algorithm which drastically increases the compute
efficiency on heterogeneous architectures. Our method has a far-reaching impact in solving quantum many-
body problems, statistical problems, as well as combinatorial optimization problems.
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Ever since initially visioned by Feynman [1], quantum
computing has experienced 40 years of theoretical and
experimental developments [2–9], starting to demonstrate a
quantum advantage over classical computers in the era of
noisy intermediate scale quantum computing [10]. A major
experimental milestone is the quantum supremacy experi-
ment conducted with the Google Sycamore 53-qubit super-
conducting quantum processor in 2019 [11], which
demonstrates 109 times better capability for sampling a
random quantum circuit (RQC) over the fastest classical
supercomputer Summit at that time. The more recent
56-qubit and 60-qubit Zuchongzhi quantum processors
are estimated to be around 26 and 40000 times harder
than Sycamore to classically simulate [12,13].
In the RQC sampling task, one runs a RQC on a (noisy)

quantum processor and then measures it to produce a
number of bitstrings (samples). While generating a number
of samples is an easy task for quantum processors,
simulating this task on a classical computer is a hard
problem [14–17], even for noisy RQCs [18,19] (noticing a
recent work which proposed a polynomial but impractical
algorithm for simulating constant-noise RQCs [20]).
Several attempts have been made to narrow down the
complexity gap set by Sycamore using the tensor network
contraction (TNC) algorithm [21], powered by the recently

developed excellent heuristic strategies to identify a near-
optimal tensor network contraction order (TNCO) [22,23].
Using a fused tensor contraction algorithm and a highly
parallelized implementation on the new Sunway super-
computer, the runtime for computing a batch of correlated
amplitudes for the depth-20 Sycamore RQC was reduced to
about 300 s [24], which is currently further shortened to
less than 150 s by using a lifetime theory to reduce the
slicing overhead and increase the compute density [25]. For
computing uncorrelated amplitudes, a recursive multitensor
contraction algorithm is recently proposed and used to
compute millions of amplitudes for Sycamore RQCs up to
depth 16 [26]. However, validating the depth-20 case by
exactly computing a large number of uncorrelated ampli-
tudes is still out of reach. To this end we note that to attack
the claim of quantum supremacy, several works have
directly simulated the noisy RQC sampling by exploring
biased noises to drastically reduce the computational cost
[27–29]. Here, we focus on computing exact amplitudes
instead, so as to provide a verification to noisy RQCs.
In this work, we manage to, for the first time, compute

3 × 106 uncorrelated amplitudes of the most complicated
depth-20 Sycamore RQC (referred to as Sycamore after-
ward), using 107520 SW26010P CPUs (41932,800 cores)
for 8.5 d. Our simulation efficiency is at least 3 orders of
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magnitude faster than the best existing records which have
successfully computed exact amplitudes of Sycamore
[24,25,30] (computing a batch of correlated amplitudes
will only induce a small computational overhead compared
to computing a single amplitude for TNC algorithm
[23,31]), and is only about 2.5 times slower per amplitude
compared to the Sycamore quantum processor itself. The
jump of simulation capability is made possible by mainly
two algorithms, one focus more on the algorithmic side and
the other focus more on the implementation side. On the
algorithmic side, we systematically explore the “classical
advantage” of storing and reusing intermediate tensor
results, which theoretically lowers the computation cost
of computing millions of uncorrelated amplitudes of
Sycamore by at least 3 orders of magnitude. On the
implementation side, we build our simulator with a fused
tensor network contraction algorithm to largely reduce data
movement and increase compute density, and an adaptive
parallelization scheme that fully utilizes the hundreds of
cores in each processor for different sizes of tensors, which
enables us to almost fully achieve the theoretical speedup.
Our results provide a concrete verification for Sycamore,

which is more than 103 times harder than simulating the
noise sampling task itself. With further improvements for

larger circuit sizes, we vision that the Zuchongzhi series of
RQCs are also verifiable in the near term. Although we
have focused on computing uncorrelated amplitudes of a
RQC, our method is completely general for contracting a
large number of similar tensor networks (TNs) which share
a significant portion of common tensors. Therefore the
maTNC algorithm and the parallelization techniques devel-
oped in this work could have a far-reaching impact beyond
simulating RQCs, such as solving quantum many-body
problems [32], statistics problems [33] or combinatorial
optimization problems [34,35], which can generally be
formulated as tensor network contraction problems [36,37].
Multiple-amplitude simulation with static and optimal

tensor reuse.—For a quantum computer, due to the no-
cloning theorem [38], the cost of generating k samples from
a RQC, denoted as Sk, is strictly linear against k, namely
Sk ¼ kS with S the cost of producing a single sample.
When simulating RQC on classical computers, the relation
between Sk and S depends on the specific method to use. In
the past three years, the method of choice to simulate
Sycamore(-like) quantum processors has gradually con-
verged to the TNC algorithm due to its relatively low
computational cost and well-controlled memory usage by
using the slicing technique [22,23]. The TNC algorithm

(a)

(b)

FIG. 1. Demonstration of the maTNC algorithm. (a) Division of the original tensor network formed in the TNC algorithm into
consecutive subtensor networks, where each subtensor network starts with a bright tensor containing one or more output indices and ends
before the next bright tensor. (b) Organizing the contraction of the k tensor networks resulting from computing k amplitudes into a tree,
where each node of the tree corresponds to an output index and the edge after it corresponds to a specific choice of this index. A full path
along the tree from left to right corresponds to contracting one tensor network and traversing the tree means to contract all the tensor
networks. Generally, for computing a large number of uncorrelated amplitudes, the leftmost edge (the trunk) contains most of the tensors,
the number of edges in a vertical layer grows exponentially in the central part (the branch) and stops growing in the tail (the twig).
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transforms the whole quantum circuit into a large TN (the
original TN) with n uncontracted tensor indices (the output
indices), each corresponding to an output qubit state.
Computing the amplitude of a given bitstring amounts to
selecting particular elements of the uncontracted tensor
indices, resulting in a TN with no uncontracted indices.
Computing k amplitudes will result in k TNs, which only
differ in the choice of the output indices of the original TN.
Existing approaches using TNC mostly compute a single

amplitude or a correlated batch of amplitudes (referred to as
saTNC in the following) one time [23,30,39,40], while our
maTNC algorithm computes k uncorrelated amplitudes in a
single run, which proceeds as follows. We first assume that
a TNCO for computing one amplitude has been obtained.
We refer to those tensors in the original TN which contain
at least one output index as the bright tensors. Following
the TNCO, whenever a bright tensor is met, there could be a
branching, which means that several TNs among all the k
TNs share the same tensors till this bright tensor. Therefore,
the computations before contracting this bright tensor can
be perfectly reused among them. To systematically identify
all such reusable patterns, we divide the original TN into
many subtensor networks (blocks) along the TNCO, where
each block starts from a bright tensor and ends before the
next bright tensor (the first block has no bright tensor), as
shown in Fig. 1(a). Then we organize the k TNs into a tree
(the reuse tree) as shown in Fig. 1(b). Each node of the tree
corresponds to one output index, while the edge after the
node corresponds to a particular choice of this index. The
nodes in the same vertical line correspond to the same
output index and form a layer. A bright tensor containing
multiple output indices would correspond to multiple
layers. There could also exist tensors between successive
bright tensors along the TNCO that do not contain any
output indices, which are assumed to live on the edges.
Given these correspondences, a full path from left to right
along the tree corresponds to contracting the TN for
computing one amplitude, and traversing the tree corre-
sponds to contracting all the k TNs for k amplitudes. It is
clear that all the intermediate tensors before a certain node
of the tree can be reused for all the subpaths after (and
including) this node, thus an optimal reuse strategy would
be to reuse all such tensors to reduce the computa-
tional cost.
We denote the computational cost of one edge connect-

ing a node in the lth layer and another node in the (lþ 1)th
layer as Slþ1;l, then the cost of one path is S ¼P

n
l¼0 Slþ1∶l. Denoting the number of nodes in the lth

layer as wl (the width), which is the same as the number of
edges between the (l − 1)th and lth layers, then the
computational cost between the lth layer and the (lþ 1)
th layer is wlþ1Slþ1∶l for optimal reuse, and the total cost is

Sk ¼
Xn

l¼0

wlþ1Slþ1∶l: ð1Þ

wnþ1 ¼ k is nondecreasing with l which satisfies w1 ¼ 1,
wnþ1 ¼ k, and 1 ≤ wl ≤ k for 1 < l ≤ n. For computing a
large number (but not exponentially large) of uncorrelated
amplitudes, wl will typically grow exponentially at the
beginning before it saturates. We can see that Sk < kS in
general. Therefore, when searching for an optimal TNCO,
we choose to directly minimize Sk instead of S (for
optimization we have used Sk as the loss function in the
KaHyPar package [41]). For Sycamore, we observe that this
choice can easily lower the overall computational cost by
more than 10× (details can be found in Supplemental
Material [42], Sec. IV).
To minimize the memory cost, one can perform a depth-

first traversal of the tree, where one only needs to store all
the intermediate tensors at the nodes in the branch along
a single path from left to right. For Sycamore we found
that the amount of memory required for a reuse-oriented
computing of 3M amplitudes is only about two times that
of computing a single amplitude. In comparison in the
breath-first traversal one needs to store all the intermediate
tensors at one layer (scales with k), in which the memory
usage could easily explode.
We summarize the defining features of our maTNC

algorithm: (1) it directly minimizes the multiamplitude cost
in Eq. (1) when searching for a near optimal TNCO and
(2) it organizes the computation into a static tree and
performs a depth-first traversal of the tree to accomplish the
computation, which achieves optimal reuse of intermediate
computations with minimal memory cost for a given
TNCO. The static nature of our algorithm makes the tensor
contraction pattern and the memory allocation predeter-
mined, which is extremely important for massive paralle-
lization. To this end we stress that the idea of computing
multiple uncorrelated amplitudes simultaneously to reduce
redundant intermediate computation has already been
explored in Ref. [26], where it is estimated that computing
3M uncorrelated amplitudes could be done using Summit
within 7.5 d. However, our approach is very different from
Ref. [26]. We formulate the whole computation as a static
reuse tree for a given TNCO, as such the memory and
computational cost, as well as the whole parallelization
strategy are completely determined before we actually
perform the calculations (since the computational cost is
known for each given TNCO, we also use it as the loss
function to optimize the TNCO). In comparison, Ref. [26]
uses a dynamical global cache whose entries are frequently
inserted and deleted and the reusable intermediate tensors
are only determined during the actual calculations. For
large scale RQCs, the latter approach is likely to affect the
parallelization efficiency and could easily run into a
memory issue since the memory cost is not predetermined.
Parallelizing the maTNC method over 40 × 106 cores of

the new Sunway supercomputer.—In our large-scale imple-
mentation on the new Sunway supercomputer, we use a
two-level parallelization scheme. In the first level we use
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the slicing technique as a standard practice for the TNC
algorithm to produce 222 (≈4 × 106) slices for parallel
processing over CPUs [23,24]. In the second level we
contract each slice using maTNC on each CPU (which
contains 384 cores). For computing k ¼ 3M amplitudes,
we found a TNCO for which the ideal speedup compared to
saTNC is 1328×, while the actual speedup using swTT (our
previous tensor contraction implementation [24]) is only
40×. The reason for this slowdown is that for computing a
large number of uncorrelated amplitudes, the calculation is
dominated by very small tensor contractions with low
compute density. To restore the computational efficiency
we propose a fused TNC algorithm, combined with an
adaptive parallelization scheme that works differently with
different tensor sizes. The central goal of the fused TNC
algorithm is to perform several successive tensor contrac-
tions together so as to reduce data movement. With these
techniques we are able to restore the speedup of maTNC
against saTNC from 40× to around 1248×. Details of the
fused TNC algorithm can be found in Supplemental
Material [42], Sec. V.
Verification of Sycamore.—We first evaluate the theo-

retical computational cost and actual performance of our
maTNC for simulating Sycamore. In Fig. 2(a) we show the
scaling of the theoretical cost of maTNC against k, based
on an optimal TNCO found by minimizing Eq. (1). The
scaling of saTNC is shown as a reference. We can clearly
see that the cost of maTNC scales only sublinearly against
k. For k ≈ 106, the cost of maTNC is already lower than
saTNC by more than 3 orders of magnitude.
In Fig. 2(b) we show the actual performance of our

maTNC using our well-optimized implementation on the
new Sunway supercomputer, where we have also used the
quantum runtime of Sycamore as the benchmarking base-
line. The runtime for computing a single amplitude is
assumed to be equivalent to that for generating a perfect
sample using the TNC algorithm, since one could easily
adjust the TNC algorithm to compute a small batch of

correlated amplitudes with negligible overhead, and obtain
a perfect sample with unit probability from the batch
[23,31]. Since we only compute exact amplitudes (perfect
samples), the complexity of generating k perfect samples is
assumed to be equivalent to that of generating k=f noisy
samples with fidelity f [43] (therefore the task of computing
3M exact uncorrelated amplitudes is 1500× times harder
than generating 1M noisy samples with f ¼ 0.2%). The
quantum speedup is then defined by the classical runtime of
maTNC divided by the quantum runtime of Sycamore
multiplied by 1=f. We can see that while the quantum
speedup is more than 3000× for k ¼ 1, it drastically
decreases to 4× for k ¼ 1M and 2.5× for k ¼ 3M.
For completeness, we list in Table I the ideal and actual

speedups of maTNC over saTNC for computing 1M
uncorrelated amplitudes for Sycamore RQCs of different
depths. As a comparison, the speedup reported in Ref. [26]
is 10000× for depth 16 for 2M amplitudes, and the
estimated actual speedups for depths 18 and 20 are
5193× and 1022× for 2.5M and 3M amplitudes, respec-
tively. Taking into account that the speedup is more
significant with more amplitudes, our ideal speedup (where
the maTNC is assumed to be implemented with the same
efficiency as saTNC), as well as our actual speedups for
depths 18 and 20, are generally higher than Ref. [26] (the
actual speedup for depth 16 is significantly lower than the
ideal speedup, which is because that our implementation is
better tuned for deeper circuits).
We also directly compute the exact amplitudes of 3M

experimentally generated samples by Sycamore, which is
done by using 107,520 SW26010P CPUs for 8.5 d (203 h).
Our results show that the exact XEB fidelity for these
bitstrings is FXEB ¼ ð0.191� 0.058Þ%, which closely
matches the estimated value of ð0.224� 0.021Þ%. We plot
in Fig. 3 the histogram of the obtained amplitudes and
compare them to the theoretical probability density func-
tion for the rescaled bitstring probabilityNp (N ¼ 2n and p
is the probability) under the same XEB fidelity, defined as

PlðxjFXEBÞ ¼ ½FXEBxþ ð1 − FXEBÞ�e−x; ð2Þ(a) (b)

FIG. 2. (a) The red line with diamond shows the scaling of the
theoretical complexity of our maTNC against the number of
amplitudes k for Sycamore, while the blue line shows the linear
scaling of the saTNC as a reference. (b) The quantum speedup of
Sycamore against our maTNC, defined as our classical runtime
divided by the quantum runtime, as a function of k.

TABLE I. The ideal and actual speedups of maTNC over
saTNC for computing 1 × 106 uncorrelated amplitudes. The first
column lists the Sycamore RQCs with different depths. The
columns “FPOs (s)” and “FPOs (m)” are the number of floating
point operations for saTNC and maTNC, respectively. The
maximum size of intermediate tensors is set to be 231 for all
cases. Here, the actual speedups are estimated by calculating a
single slice on one CPU for both algorithms.

Depth FPOs (s) FPOs (m) Ideal speedup Actual speedup

16 1.3 × 1017 1.4 × 1019 9286 2311
18 5.3 × 1017 5.0 × 1019 10600 5393
20 5.5 × 1018 5.1 × 1021 1080 737
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with x ¼ Np. We can see that they agree well with each
other, which means that the bitstrings generated by
Sycamore indeed obeys the Porter-Thomas distribution
with the estimated XEB fidelity. Our results thus provide
a strong consistency check for the Sycamore quantum
supremacy experiment.
Discussions.—The Sycamore quantum processor could

generate 1 × 106 noisy samples with 0.2% fidelity in 200 s.
In comparison, we have computed 3 × 106 amplitudes on
the new Sunway supercomputer within 8.5 d, a task that is
more than 103 harder than that performed by Sycamore.
Taking into account that the complexity increases by the
Zuchongzhi series quantum processors are not dramatic
compared to Sycamore (mostly due to that the increase is
mostly in terms of the number of qubits instead of the gate
fidelities [45]), we envision that those quantum processors
can also be simulated in near term. In the meantime, we
mention that the cost of our calculation is around 1.5 × 106

Chinese Yuan, which is probably more costly than the
experiments performed on Sycamore.
Other than simulating RQCs, our results also represent a

major jump of the ability in contracting a large number of
tensor networks with the same structure and sharing most
of the tensors in common, which is a very universal
situation that could be encountered in computational
physics and combinatorial optimization problems and thus
could be of very wide interest.

Note added.—After we finished this work, we noticed the
newest RQC sampling task performed on a quantum
processor with 70 qubits and 24 depths [47], which is
likely beyond our reach.

The bitstrings together with the calculated amplitudes are
available at the GitHub repository [46].
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