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Water polarizability at a metal interface plays an essential role in electrochemistry. We devise a classical
molecular dynamics approach with an efficient description of metal polarization and a novel ac field
method to measure the local dielectric response of interfacial water. Water adlayers next to the metal surface
exhibit higher-than-bulk in-plane and negative out-of-plane dielectric constants, the latter corresponding
physically to overscreening of the applied field. If we account for the gap region at the interface, the average
out-of-plane dielectric constant is quite low (ϵ⊥ ≈ 2), in agreement with reported measurements on
confined thin films.
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Water at a metal interface plays a crucial role in aqueous
electrochemical processes such as corrosion and electro-
catalysis. Water molecules in the electrochemical double
layer mediate electric field and solvation effects, which can
significantly alter the energetics of elementary steps in
electrochemical reactions [1–3]. The dielectric constant ϵ
quantifies how well water molecules screen electric fields
and solvate polar or charged species.
Recent experiments have inferred the dielectric constant

of interfacial water from electrochemical capacitance mea-
surements [4,5]; simulations can corroborate and rational-
ize experimental findings, by directly observing the local
dielectric response of water molecules at the interface.
Simulations of the water-metal interface have a long
history [6–13]; but to our knowledge, simulations of the
local dielectric polarizability of water at a metal interface
are lacking.
Simulations of nanoconfined water between non-

conducting surfaces have included studies of dielectric
response for water in contact with model soft spheres [14],
lipid bilayers [15], diamond surfaces [16], decanol
surfaces [17,18], MXenes sheets [19], and graphene
sheets [18,20–23]. These systems span a wide range
of hydrophobic and hydrophilic surfaces, which are rel-
evant to the behavior of water in biochemical processes,
membrane ion transport, and nanocapacitors.
These simulation studies report markedly anisotropic

dielectric response of water, with very different values for
in-plane (ϵk) and out-of-plane (ϵ⊥) response. In-plane ϵk
values are often enhanced, while out-of-plane ϵ⊥ values are
often suppressed compared to bulk water. Some simulation
studies suggested a negative out-of-plane ϵ⊥ [16–19].
Experiments on the dielectric response of confined water

likewise find conflicting results for the out-of-plane
response. A recent experiment measured ϵ⊥ of about 2
for a 7 Å water layer confined between hexagonal boron

nitride and graphite surfaces [4]. However, a negative
dielectric constant was inferred by an experiment on water
confined between MXenes nanosheets with salt [5]. These
conflicting reports of abnormally low versus negative
values of ϵ⊥ have not been reconciled.
In this Letter, we simulate the local in-plane and out-of-

plane dielectric response of water at a single metal inter-
face, with a sufficiently thick water layer to reach bulk
behavior far from the metal; thus, we focus on interfacial
effects, with no added complications from nanoconfine-
ment. For the two water adlayers near the metal surface, we
find that the local in-plane ϵk is enhanced, and the local out-
of-plane ϵ⊥ is negative. But when we combine the local
negative values of ϵ⊥ with the contribution of the angstrom-
scale gap at the interface, we find a low average value of
ϵ⊥ ≈ 2 for interfacial water. This finding suggests a
resolution of earlier conflicting results.
We use classical molecular dynamics (MD) to simulate

water. Since the polarizability of liquid water is dominated
by the response of H2O dipoles (electronic polarizability
contributes much less), classical MD is a suitable approach.
Classical MD can access the length and timescales needed
to sample the dynamic structure of interfacial water, whose
dynamics are considerably slower than bulk water [13].
Our system consists of a one-layer-thick 30 × 17 Ag(111)
orthogonal supercell (1020 Ag atoms), with 12096
SPC/E [24] water molecules. The cell z dimension is
9 nm, which includes a vapor space of about 4 nm above
the water slab [Fig. 1(a)]. We used a 4 fs time step with the
SETTLE constraint [25] on water molecules. Langevin
dynamics [26] was used with a time constant of 2 ps
to thermostat the system at 300 K. A pseudo-2D Ewalds
scheme [27] was used for long-range electrostatics.
Simulations were performed using GROMACS version
2016 [28]. Simulations ran at 45 ns=day with eight cores
and one GPU. Data were collected for 100 ns for each
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in-plane and out-of-plane external field, following 1 ns of
equilibration.
To give physically meaningful results, a simulation of the

water-metal interface must account for polarization of the
metal surface induced by nearby water molecules. A metal
dynamically screens the electric field from the charge in the
water layer by redistributing the metal surface charges. This
surface charge distribution is equal in magnitude and
opposite in sign, of a width set by the height of the charge
above the surface.
Several approaches have been proposed to account

for metal polarizability in classical MD [29]. These ap-
proaches include inserting fictitious image charges [8,30];
solving a discretized Poisson equation for surface charge
density [31]; evolving a Drude model on each metal atom to
represent mobile charges [32]; and using fluctuating
Gaussian charge distributions at the surface [7]. These
approaches require either computing additional terms in the
periodic Coulomb potential or self-consistently solving
coupled equations for surface charges with fictitious
dynamics, which substantially increase the computational
cost of the simulations. In this work, we introduce a new
approach—named QDyn—that describes metal polariza-
tion with almost no additional computational cost.
QDyn discretizes the screening charge distribution

for an ideal conducting plane onto a lattice of atoms. In
the continuum limit, the surface charge distribution is
explicitly given in terms of the incident field by Gauss’
law. In QDyn, each metal atom bears a charge sufficient to
cancel the normal field incident from the adjacent fluid.
Because the simulation calculates Coulomb forces on all
atoms, the normal field is known and the surface charges
can be computed explicitly.

At each time step, the updated charge on each metal atom
q2 is computed from the charge q1 and Coulomb force in
the normal direction Fcou

z1 in the previous time step [see
Fig. 1(b)], according to

q2 ¼ 2ϵo
Fcou
z1

q1

A
Nq

; ð1Þ

whereA is themetal surface area andNq the number ofmetal
atoms (for more details, see Supplemental Material [33]).
Since Fcou

z1 is already computed at every time step, the
computational overhead is trivial: Store the charge q on each
metal atom in an array, and update the charges using Eq. (1).
QDyn is, therefore, muchmore efficient than previousmetal
polarization models [7,8,30–32].
For our simulation study, we chose silver due to its

convenience in experimental studies: In open-circuit con-
ditions, silver is rather inert, which avoids complications of
chemisorbed water. Because QDyn treats all metals as ideal
conductors, the chemical identity of the metal dictates only
the lattice constant and the Lennard-Jones (LJ) parameters
that describe short-range interactions between metal atoms
and water. We fitted the LJ parameters between Ag-O and
Ag-H to reproduce the water density profile and orientation
distribution from an ab initioMD (AIMD) simulation [34],
as shown in Fig. 2 (table of LJ parameters in Supplemental
Material [33]).

FIG. 1. (a) Snapshot of metal-water interface MD simulation
with dimensions. (b) Illustration of the QDyn algorithm
[see Eq. (1)].

FIG. 2. (a) Water density profile using LJ parameters fitted to
match the AIMD profile. (b) Probability distribution of angles
between the HOH bisector or the OH bond and the z axis, in
comparison with AIMD data. AIMD data were obtained from Le,
Cuesta, and Cheng [34].
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To improve the signal-to-noise ratio in simulating
dielectric constants, we employ an alternating-current
(ac) field response measurement. Previous works have
measured dielectric response either by observing polariza-
tion fluctuation [17,21,22] or by measuring the polariza-
tion response to a static applied field [16,20,35]. Both
approaches must contend with statistical error arising from
thermal noise. By applying a slowly oscillating field to the
system, the polarization response oscillates at the same
frequency. The polarization time series can, thus, be filtered
to remove almost all the Fourier components of the noise,
for greatly improved signal-to-noise ratio (error analysis in
Supplemental Material [33]). The statistics improve further,
as the time series contains many periods of oscillation, so
that the drive frequency is more precisely defined.
We sample the ac response over 200 periods of oscillation;
such long runs are possible thanks to the efficient QDyn
algorithm.
Figure 3(a) illustrates the ac field procedure. The

magnitude and frequency of the external field (red line)
were chosen to stay within the linear response and
quasistatic regimes of water polarizability. The polarization
follows the oscillating applied field. Thermal noise is

evident in the raw data (blue circles); Fourier filtering
yields the polarization response (blue line). Further details
of the method can be found in Supplemental Material [33].
We are interested in how the local dielectric constant

varies with distance z from the metal surface. To measure
the polarization in localized regions, we divide the z axis
into bins; water molecules are assigned to a bin based on
the location of their oxygen atoms.
We separately measure the in-plane and out-of-plane

dielectric response, by applying fields parallel and normal
to the surface in separate simulations. Because the in-plane
polarization (k) is homogeneous in the direction of the
applied field, we determine the local dielectric constant
with the usual permittivity equation [Eq. (2)]. But the
out-of-plane polarization (⊥) is inhomogeneous in the
z direction, so the dielectric response is computed taking
into account the induced depolarization field [Eq. (3)]:

ϵk ¼ 1þ Pk
ϵoEk

; ð2Þ

ϵ⊥ ¼ 1þ P⊥
ϵoE⊥ − P⊥

: ð3Þ

The values of polarization P⊥ or Pk and external field E⊥ or
Ek are taken from the amplitudes of their respective
sinusoidal time series.
Figure 3(b) shows the resulting dielectric constant

profiles. The choice of position and thickness of the virtual
slices is guided by the water density profile (overlaid red
line). Particularly interesting behaviors are observed for the
first two “adlayers” of water (the first two peaks of the
water density profile). Further from the surface (i.e.,
z > 0.75 nm), the in-plane and out-of-plane dielectric
constants approach the bulk value (about 70 for SPC/E
water).
Focusing on the near-surface behavior, the in-plane

dielectric constants for the two adlayers are, respectively,
about 30% and 13% larger than the bulk value. This
enhanced in-plane polarizability had also been observed
in simulations of nonmetal interfaces [14,17,22,36].
The out-of-plane dielectric constants of the two adlayers
are negative. This behavior has been remarked upon
in previous work on nonmetal interfaces [5,16,17,19].
Physically, negative dielectric constants correspond to
overscreening of an external electric field. A normal
dielectric screens and reduces an external field (1 <
ϵ < ∞). A perfect dielectric (i.e., a conductor) completely
screens and cancels an external field (ϵ → ∞). An over-
screening dielectric goes beyond perfect screening and
produces a net field in the opposite direction of the external
field (−∞ < ϵ < −1).
Measuring the local dielectric constant by binning the

molecules gives insight but has shortcomings. Spatial
resolution is limited, and ambiguities arise in how we

FIG. 3. (a) ac external electric field (red), polarization response
raw data (blue circles), and Fourier-filtered response (blue line).
(b) Out-of-plane ϵ⊥ (green triangle) and in-plane ϵk (blue circle)
dielectric constants in slabs at different distances from the
surface. Statistical error bars of ϵ are too small to show. Water
density (red) is overlaid.

PHYSICAL REVIEW LETTERS 131, 248001 (2023)

248001-3



define an occupied volume because water molecules
protrude in and out of the bins, creating a rugged interface
between bins. As an alternative, we bin water molecules
into much finer slices and analyze the continuous profile of
the internal electric field (Fig. 4).
The ordering of water near the metal surface [see

Fig. 2(b)] gives rise to a nonzero charge density [Fig. 4(b)]
and, consequently, a large internal electric field [Fig. 4(c)].
In response to an applied normal field, this charge density
and internal field shifts as themolecules polarize (red dashed
versus black solid lines). In this case, the applied field has a
positive sign, and so the internal field shifts to the negative
direction [the red dashed line is lower than the solid black
line in Fig. 4(c)]. In Fig. 4(d), by comparing the shift of the
internal field (ΔEint) to the applied field (Eext), we can
interrogate the local dielectric response.
For a normal dielectric (i.e., ϵ > 1), the shift in the

internal field is of opposite sign and smaller than the
external field (−ΔEint < Eext). This corresponds to regular
dielectric screening; the internal field shift reduces but does
not completely cancel the applied field. This is the bottom
region in Fig. 4(d). If the internal field shift becomes larger
than the applied field (−ΔEint > Eext), overscreening
results. This is the negative dielectric constant regime
(−∞ < ϵ < −1) shown in the top region in Fig. 4(d).
Comparing the water mass density profile to the internal

field shift [Figs. 4(a) and 4(d)], we observe a correspon-
dence in the positions of peaks and troughs. In the two
adlayers (z ¼ 0.3 and z ¼ 0.6 nm), water exhibits promi-
nent overscreening behavior. This observation corresponds
to the two negative values of ϵ⊥ in Fig. 3(b).

Finally, we reconcile the observed negative values
of ϵ⊥ [16,17,19] with the “abnormally low” values of
ϵ⊥ [4,21] by applying a capacitor-in-series model [37] to
account for the contribution of near-surface vacuum gaps
to the average dielectric constant. The capacitor model
assumes localized dielectric constants in a stack of slices
and calculates an effective dielectric constant for the whole
stack. Here, we cut the interface into slices of a thickness of
Δz ¼ 0.25 nm and measure the local dielectric constant of
each slice. The effective out-of-plane dielectric constant for
a stack of slices is

ϵeff⊥ ðzÞ ¼ z
Δz

�Xz=Δz
i

1

ϵ⊥;i

�−1

: ð4Þ

Here, ϵ⊥;i denotes the local out-of-plane dielectric constant
for slice i within the stack, and ϵeff⊥ ðzÞ denotes the effective
dielectric constant for the whole stack with upper bound z.
Derivation of Eq. (4) can be found in Supplemental
Material [33].
In Fig. 5, we show good agreement between the

capacitor-in-series model from Eq. (4) and direct measure-
ment of the effective dielectric constants for the entire
region from the metal surface at z ¼ 0 up to some z. The
value of ϵeff⊥ ðz < 0.25 nmÞ is about 1, which corresponds to
the vacuum layer between the surface and the first water
adlayer. We found ϵeff⊥ ðz < 0.5 nmÞ to be about 2.5, which
is the abnormally low value in excellent agreement with
previous work [4,18,21,37].
The capacitor model resolves the conflict between

negative near-surface values of ϵ⊥ in simulations and
small positive values of ϵ⊥ in experiments. The local
out-of-plane dielectric constant of the first water adlayer
at 0.2 nm < z < 0.5 nm is negative [Fig. 3(b)], yet the
effective value at 0.0 nm < z < 0.5 nm is 2.5 (Fig. 5). This
low effective value stems from averaging in the permittivity
of the vacuum region (ϵ⊥ ¼ 1).
In summary, we introduced a simulation model of the

water-metal interface that accounts for metal polarizability
as well as surface-induced structure and orientation. Using

FIG. 4. (a) Mass density, (b) charge density, and (c) internal
electric field with no external field (black solid line) and with
external field (red dashed line). (d) Negative shift in the internal
field (solid line) compared with the external field (dashed line).

FIG. 5. Measured effective dielectric constant in comparison
with the capacitor-in-series model. Here, z indicates the upper
bound of a stack of multiple virtual slices.
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an ac field approach, we observed unique dielectric
behavior of water in the first two adlayers, namely, the
higher-than-bulk in-plane and negative out-of-plane
dielectric constants. We posit that the surface-induced
order (Fig. 2), slow dynamics [8,13], and hydrogen bond-
ing [22,36] among interfacial water molecules together give
rise to such behavior. This resulting dielectric environment
may substantially influence how ions can concentrate
within the double layer, with consequences for electro-
chemical activation barriers and reaction rates.
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