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We find that ion creation and destruction dominate the behavior of electrochemical reaction barriers,
through grand-canonical electronic structure calculations of proton deposition on transition metal surfaces.
We show that barriers respond to potential in a nonlinear manner and trace this to the continuous degree of
electron transfer as an ion is created or destroyed. This explains both Marcus-like curvature and Hammond-
like shifts. Across materials, we find the barrier energy to be driven primarily by the charge presented on the
surface, which, in turn, is dictated by the native work function, a fundamentally different driving force than
in nonelectrochemical systems.
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Electrochemistry is a linchpin technology in the tran-
sition from fossil fuels, providing short- and long-duration
storage as well as long-distance movement of intermittent
electricity [1,2], vehicle power [3,4], and pathways to the
defossilization of countless industries, including synthetic
fuels [5], cement [6], fertilizers [7], steel [8], aluminum [9],
and (nonfossil) petrochemicals [10], either directly or
through hydrogen intermediates. While electrochemistry
has a rich history in analytical chemistry, our understanding
of the controlling reactions at the level of electronic structure
calculations is still emerging. Sophisticated electronic-
structure approaches have recently gained popularity due
to the availability of methods that allow the simulation of
reactions at constant applied potential, which naturally occur
in the electronically grand-canonical ensemble [11–23].
Advanced simulation methods mimic physical potentiostats
to maintain a constant electrical potential by varying the
(fractional) number of electrons while allowing for a com-
pensating, screened countercharge as well as a field-free
region providing an absolute reference for the electrochemi-
cal potential of electrons.
Reaction barriers dictate the rates of elementary reac-

tions and, therefore, are crucial to understanding electro-
chemical kinetics. In this Letter, we employ the solvated
jellium method [18] to understand the basic driving forces
behind electrochemical reaction barriers, uncovering their
similarities to as well as highly notable dissimilarities from
conventional reactions at surfaces, such as those in hetero-
geneous catalysis. Fundamental electrochemical reactions
often involve the creation or destruction of an ion—such as
the conversion of Hþ to adsorbed hydrogen (and ultimately
H2 gas), the conversion of graphene-adsorbed lithium to
Liþ in solution, or the conversion of CO2 to adsorbed
COO−. Such reactions are inherently coupled to the
movement of electrons to reaction sites, and we will show
that the barriers for such reactions are strongly affected by

this electron transfer as well as electrostatic interactions—
both of which vary along the reaction path—making an
understanding distinct from those of conventional surface
reactions. We focus on trends in the simplest such reaction:
the proton-deposition reaction (Hþ þ xe− → H�, where �
is the electrode surface and the amount of electron transfer
x is determined a posteriori [21,23–25]), but we expect the
concepts and trends we develop to hold across ion-creating
or -destroying reactions at electrochemical interfaces. For
reasons of generality, we neglect tunneling or vibronic
effects, which are treated by others [26,27].
In Fig. 1(a), we show converged calculations of a coupled

proton-electron transfer to a Pt (111) surface,with all solvent
and surface degrees of freedom relaxed, at three different
applied potentials ϕ. At each potential, we plot the grand-
potential energy versus the reaction coordinate, which starts
from the pseudo-initial state (pIS) and proceeds through the
transition state (TS) to the final state (FS). We use the term
pIS, rather than IS, as the pIS involves a solvated proton
(H3Oþ, H5O

þ
2 , etc.) localized near and hybridized with the

surface; in kinetic models, the pIS should be properly
referenced to a thermodynamic initial state, as discussed
in depth elsewhere [23,28]. Here, we focus solely on the
elementary process. A still image of the TS at 0.5 VSHE is
shown in Fig. 1(b). At each potential, the charge transfer—
that is, the number of electrons that must be injected by the
“computational potentiostat”—is also plotted. The total
electron transfer is significantly less than one, a consequence
of the prehybridized pIS [28]. The degree of charge transfer
at the barrier N‡ will become an important quantity in the
subsequent analysis.
Several overall trends are apparent: As the potential

becomes more negative, the reaction becomes more
downhill (exothermic), the barrier grows smaller, and the
position of the transition state shifts earlier, toward
the pIS. These latter observations are consistent with the
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Hammond-Leffler postulate [31,32] [shown qualitatively
and described for general reactions in Fig. 1(c)], and later
we will derive quantitatively why this behavior holds for
electrochemical reactions. We employ a simple model to
correlate the barrier height E‡ to the energy change ΔE,
shown in Fig. 1(d). In this two-parameter expansion of a
previous model [33], b represents the barrier height at
ΔE ¼ 0, while r indicates the degree of skew (i.e.,
asymmetry of parabola widths), with a symmetric response
given by r ¼ 1

2
. (While this bears a superficial resemblance

to Marcus theory, we employ it solely to match the limiting
behavior of the Hammond-Leffler postulate.) The full form
and derivation of this model are shown in Supplemental
Material [34]. In Fig. 1(e), we show the results of extensive
grand-canonical barrier calculations across several transi-
tion metals and potentials; full results are shown in
Supplemental Material [34]. From this figure, a curvature
in the barrier height is clear, in contrast to predictions
of the conventional Brønsted-Evans-Polanyi, transition-
state, and linear free-energy scaling relations convention-
ally employed in catalysis and organic chemistry [35–41].

What drives the barrier to change with potential, and
what is responsible for the curvature? In Supplemental
Material [34], we show that a simple thermodynamic
relationship exists:

�
∂E‡

∂ϕ

�
fx⃗ig

¼ eN‡; ð1Þ

where N‡ indicates the amount of electron transfer at the
barrier and e is the (positive) electronic charge. This
relationship is exact, in the limit of fixed atomic positions
fx⃗ig. Thus, to a first approximation, we can consider the
barrier height to change in proportion to the amount of
electron transfer at the barrier. With grand-canonical
methods, this quantity is unambiguous: It is simply the
difference in the number of excess electrons at the barrier
minus those at the reference initial state; this is indicated on
the middle panel of Fig. 1(a).
This simplifies the analysis of free-energy diagrams:

Over small perturbations, the barrier changes in an analo-
gous fashion to how reaction end states have long been

(a)
(b) (d)

(e)

(c)

FIG. 1. Potential-dependent behavior of reaction barriers. (a) Reaction barriers and electron transfer on Pt(111) at three fixed potentials
versus standard hydrogen electrode (VSHE). Constant-potential reaction paths were found by pairing the solvated jellium method [18] to
calculate grand-canonical forces with the DyNEB method [29] to search for the saddle point. Potentials are referenced assuming SHE is
4.44 V versus vacuum, as suggested by Trasatti [30]. (b) Atomic figure of the transition state on Pt(111) at 0.5 VSHE. (c) Schematic of
the Hammond-Leffler postulate, which can be interpreted to mean that strongly downhill reactions have barriers similar in structure and
energy to the initial state (or the final state for strongly uphill reactions). (d) Two-parameter model for curved barrier scaling. (e) Barrier
heights as a function of the energy change for several transition metals.
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assumed to change, that is, consistent with the widely used
computational hydrogen electrode [21,33,42–44] approach,
as ΔE‡ ≈ eN‡Δϕ. However, since N‡ itself is a function of
the potential ϕ, this predicts the local slope only, with the
ultimate expression exhibiting curvature. This differs from
models based on capacitance [44], which predict linear
behavior. In Fig. 2(a), we show that this thermodynamic
relation holds locally for Pt (111), and in Fig. 2(b) we also
show that it holds locally for each metal surface we report
in this study, across their full range of potentials.
We can use the relationship of Eq. (1)—which holds for

any two fixed geometries—to analyze this behavior in more

depth. To do this, we contrive a simple one-dimensional
system shown in Fig. 3, where the proton is constrained to
move along a one-dimensional interpolation between the
water layer and the surface. All other atoms were fixed at
their pIS positions, to ensure only a single reaction path is
possible regardless of potential. The energy of each state
along this path is shown in the top curve at 0.4 VSHE, and
the peak of this path can be considered the barrier height E‡

for this system. The shaded curve shows the corresponding
electron transfer for this system. From Eq. (1), we can
predict that the energy of any state along this curve will be
reduced by eΔNΔϕ, where ΔN is the electron transfer
relative to the start of the curve. We quantitatively predict
this change for the barrier and one earlier image in the
figure, shown by the dashed vertical lines. Since more
electrons have transferred at the barrier, the barrier energy
decreases more rapidly with potential, relative to the earlier
state; this shifts the maximum earlier while the energy
decreases. Thus, this, predicts how the barrier shifts in both
magnitude and position as the potential is changed, and we
see this prediction is a near-exact match to grand-canonical
electronic structure calculations carried out at the lower
potential of −0.4 VSHE.
Thus, the charge transfer along a reaction path, in

combination with Eq. (1), predicts and explains a multitude
of related effects: the observed Hammond-Leffler behavior
of barrier movement, the energetic shifts of barriers with
potentials, and the curved Marcus-like behavior of barrier
energies. This is fundamentally due to the creation or

(a)

(b)

FIG. 2. Electron transfer drives the local potential response of
barriers. (a) Reaction barrier (E‡) and electrons transferred at the
barrier (N‡) both plotted versus potential (ϕ). The slopes on the
upper figure are those calculated from N‡ in the bottom figure.
(b) The local slope of the barrier height versus potential
ðdE‡=dϕÞ curve (calculated by fitting the curve to a parabola
and taking an analytical derivative) versus N‡ for each surface
and potential combination.

FIG. 3. Electron transfer drives barrier movement. The
degree of charge transfer along the reaction path drives the
barrier to move earlier and become smaller as the potential is
made more negative. The top (blue) curve shows the barrier of a
fixed path at þ0.40 VSHE, while the shaded curve shows the
charge transfer at each image along the path. The vertical lines
coming down show quantitative predictions of the energy change,
at each image, based upon eΔNΔϕ. The bottom (red) curve
shows the density-functional-theory-calculated barrier of the
same fixed path at −0.40 VSHE.
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destruction of ions that accompanies elementary electro-
chemical reactions.
We next turn our attention to trends among materials,

attempting to understand if electrochemical barriers follow
the general trends developed for catalytic systems. These
commonly used trends include correlations of the reaction
barrier to the binding energies of reactants and products
[36,39] and—for late transition metals—correlation of
adsorption energies, in general, to the central moment of
the material’s d band [45,46]. In our system, the FS is a
hydrogen bound to a metal surface, while the TS is a
hydrogen loosely bound to the same surface, so we would
naïvely expect the TS energy to correlate to the FS energy
across metals.
In Fig. 1(e), we showed the relationship between E‡ and

ΔE for a range of late transition metals. We can use the
parameter b to make comparisons between materials, as it
corresponds to the barrier height with zero local driving
force; we refer to this as the intrinsic barrier. Interestingly,
we see that Pt has an abnormally low intrinsic barrier,

perhaps contributing to the many proposed reasons for
platinum’s excellence in catalyzing the hydrogen evolu-
tion reaction. Conversely, we see relatively high intrinsic
barriers for Ag and Cu.
In Fig. 4, we first attempt to correlate the intrinsic

barriers to the materials’ hydrogen binding energies and
d-band centers. We see no strong correlation of the intrinsic
barrier to either of these quantities. This suggests a different
factor may be driving the barrier energetics.
A key differentiating feature of electrochemistry is that

reactions typically involve creating or destroying an ion,
and, thus, the ionic nature of the transition state may play a
crucial role, which we next explore. Each material requires
a different amount of electronic charging to reach a
particular voltage; therefore, at any particular voltage each
material expresses a different surface charge. In the top-
right panel in Fig. 4, we focus on the 0 VSHE condition
and plot the barrier versus the charge presented on
each electrode; we now observe a strong correlation—
suggesting an electrostatic driving force. Interestingly, we

FIG. 4. Correlation of barriers with various material properties. The barrier exhibits a strong correlation with electrostatic descriptors
and only a weak correlation to covalent descriptors.
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see that the hydrogen binding energy trends predict the
deviation from the correlation. For example, Au, Rh, Pd,
and Ir all have similar excess electrons at 0 VSHE and to first
order have similar barriers. However, Au binds hydrogen
weakly and deviates positively from the correlation, while
Rh, Pd, and Ir bind hydrogen strongly and deviate
negatively from the correlation. A similar argument can
be made regarding the relative deviations of Ag and Cu.
This shows an interplay between covalent and ionic
interactions in driving the barrier energetics, with the ionic
interactions stronger.
We can consider the primary driver of the differences in

surface-charge density to be the (native) work function of
each material, with secondary contributions from capaci-
tances and solvation [47]. Indeed, we found a striking
correlation between experimentally tabulated work func-
tions [48] and our excess-electron parameter (shown in
Supplemental Material [34]). As a simplified, readily
obtainable descriptor, we also plot in Fig. 4 the intrinsic
barriers versus these experimentally measured work func-
tions for each metal. We again see an excellent correlation.
This indicates that, while the end-state energetics are

driven by the formation of covalent bonds, the transition-
state energetics are driven more strongly by the electro-
statics. Thus, different material properties can drive the
behavior of these two states: Covalent descriptors such as
the d-band center may more strongly drive end-state
binding energies, while the (native) material work function
may be a larger driver of barrier energies due to their ionic
nature. Indeed, for many decades, the experimental rates of
reactions such as hydrogen evolution have been observed to
correlate not only with binding energies, but also with
material work functions [49–55], with the physical reason
remaining elusive [54]. Our relation between reaction
barrier and work function offers a clear and compelling
explanation for these experimental trends. While surface
electrostatic effects can affect all adsorbates [56–60], we
can generally expect that, for reactions that create or
destroy ions, electrostatic effects will be more significant
at the transition state than the bound end state (or vice versa
in some systems such as CO2 → �COO−). This offers a
second degree of control in electrochemical systems.
In summary, we show unique aspects of electrochemical

barriers, as opposed to barriers at nonelectrified interfaces.
First, the degree of charge transfer at the barrier drives
many aspects of the barrier behavior, including its potential
response, its adherence to the Hammond-Leffler postulate,
and the curved Marcus-like behavior apparent over wide
ranges in driving force. Second, the interaction of the
transition state with the specific electrode surface appears
to be driven largely by electrostatic interactions with the
surface rather than the typical covalent descriptors involved
in catalysis. While we expect the degree of covalent
versus ionic nature of each class of transition state to
differ, we nonetheless expect that this identifies a different

fundamental material driving force for electrochemical
barriers. These aspects are both driven by the creation or
destruction of ions that accompany elementary electro-
chemical reactions.
Methods.—The solvated jellium method [18] was used to

perform electronic structure calculations. Full details and
parameters are available in Supplemental Material [34],
which contains additional references [61–70]. Data are
available from the corresponding author upon reasonable
request.
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