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Overcoming the influence of noise and imperfections is a major challenge in quantum computing. Here,
we present an approach based on applying a desired unitary computation in superposition between the
system of interest and some auxiliary states. We demonstrate, numerically and on the IBM Quantum
Platform, that parallel applications of the same operation lead to significant noise mitigation when arbitrary
noise processes are considered. We first design probabilistic implementations of our scheme that are plug
and play, independent of the noise characteristic and require no postprocessing. We then enhance the
success probability (up to deterministic) using adaptive corrections. We provide an analysis of our protocol
performance and demonstrate that unit fidelity can be achieved asymptotically. Our approaches are suitable
to both standard gate-based and measurement-based computational models.
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Introduction.—Quantum computers can solve problems
that are not accessible by classical devices [1,2], ranging
from factoring large numbers to applications in quantum
chemistry [3–5]. However, noise and imperfections restrict
practical applications [6,7]. Advanced, resource intensive
methods such as quantum error correction [8,9] or fault
tolerance [10,11] are expected to overcome these limita-
tions. Yet, stringent error thresholds must be met alongside
large numbers of required qubits, thereby making such
approaches challenging in the short-medium term.
Here, we propose an alternative method to reduce noise

in quantum gates and circuits. Our approach, called super-
posed quantum error mitigation (SQEM), is based on
applying quantum gates in a superposed, coherently con-
trolled way, on either the input state or some auxiliary
system. A measurement of a control register and the
auxiliary system leads to a probabilistic enhancement of
gate fidelities. At the cost of an additional calibration, the
success probability of SQEM can be enhanced up to
becoming deterministic.
The method we introduce is similar in spirit to the super-

position of paths [12–15] and that of causal orders [16–21],
which are advantageous in computation [22] and commu-
nication [12,14,16,19,21–24]. However, SQEM employs
controlled-SWAP (cSWAP) operations, similar to [25–27].
It is conceptually easier to understand, implement, and
analyze, providing stronger advantage and addresses the
main drawbacks of the other approaches. In fact, SQEM
has proven advantageous on an IBM Quantum device,
confirming that it works with noisy control registers and

cSWAP operations. The desired gate or circuit simply
needs to be independently applied to several subsystems,
after producing the required superposition. Noise operators
destructively interfere, thereby enhancing the output fidel-
ity. Surprisingly, this does not only happen probabilistically
for a few measurement outcomes. With appropriate cor-
rection operations, deterministic advantage is obtained.
Finally, SQEM is not limited to the correction of estimated
observables as in [26–28]. Instead, it yields a quantum state
that can be further processed in subsequent computations,
and can be applied for different purposes such as enhancing
quantum memories (see also [29]). Moreover, SQEM only
requires a single copy of the input state and is resilient
against noise affecting the additional operations required
for its operation.
In the simplest case, SQEM involves two cSWAP opera-

tions and two applications of the desired gate. While our
protocols work with any gate, here we focus on the cNOT
and the non-Clifford T gates. The approach can be scaled
up, either for whole computations in superposition on many
input qubits or applying individual gates multiple times on
large auxiliary systems. In the latter situation, it is possible
to asymptotically obtain noiseless gate implementations.
Remarkably, the underlying computational model is largely
irrelevant. We demonstrate that for both gate-based (GB)
[30] and measurement-based (MB) [31–33] quantum com-
putation (QC) fidelities are enhanced.
While in the GB approach adding control leads to a

direct superposition of noise processes, in the MB model
static noise from imperfect preparation of resource states is
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superposed by means of cSWAP performed before and after
the application of gates. For MB QC all operations,
including the cSWAP, are realized by performing sequences
of (possibly adaptive) single-qubit measurements on an
entangled resource state. The cSWAP can be realized by
different means, including via additional degrees of free-
dom naturally available in the physical information carrier
[34], and may themselves be noisy. Even if the noise levels
of cSWAP and other gates are similar, one still finds an
advantage in using SQEM.
Setting.—As schematically represented in Fig. 1(a), we

consider anm-qubit register “a” initialized in the input state
jψ inia, and an arbitrary computation U that is subjected to
noise. Noise is modeled [35] by a channel acting after a
perfect application of U, described by

EUðρÞ ¼
X
j

KjðUρU†ÞK†
j ; ð1Þ

where ρ is a density matrix (e.g., jψ inihψ inja) and fKjg are
the Kraus operators associated with the noise. Without loss
of generality, we set K0 ¼ ffiffiffiffiffiffiffi

pne
p

1 with pne being the pro-
bability of having no errors.
The goal is to devise a protocol that can (partially)

correct the noise affecting the operation U. To do so, we
include two additional registers called control and auxiliary
(same size as input), indicated with subscripts “c” and “b”,
respectively. As shown in Fig. 1(a), the desired computa-
tion is implemented in superposition, such that U acts
simultaneously on both the input jψ inia and the auxiliary
jϕ0ib states. To achieve this, we swap the “a” and “b”
registers depending on the state of the control. For j1ic

(j0ic), jψ inia and jϕ0ib exchange (follow their own)
branches. A “branch” is associated with each state (j0ic
or j1ic) of the control register, and corresponds to the path
followed by the corresponding input state without the
swapping.
Implementing the computation in a coherent superposi-

tion creates interference of the noise associated with U.
Since U acts on both the input and auxiliary states in each
branch, the noise becomes entangled. Later measurements
of the control and auxiliary registers collapse the state such
that specific errors are suppressed or enhanced, depending
on the measurement outcomes. Based on these, one can
then postselect the result or perform unitary corrections.
In both cases, the fidelity of the output state ρout is enhan-
ced compared to the incoherent case EUðjψ inihψ injaÞ
[see Eq. (1)].
To quantify the advantage of SQEM, we employ the

Choi-Jamiołkowski (CJ) fidelity FCJ [36,37] with respect to
a perfect implementation of U,

FCJ ¼ hΦþ
mjð1 ⊗ U†ÞρCJoutð1 ⊗ UÞjΦþ

mi: ð2Þ

Here, jΦþ
mi ¼ ðj00i þ j11iÞ⊗m=

ffiffiffiffiffiffi
2m

p
describes m maxi-

mally entangled pairs of qubits (i.e., Bell states [30]).
We keep half of these—the first qubit in each pair—and use
the remaining half as the input to perform U, yielding the
output ρCJout.
FCJ in Eq. (2) is a lower bound on the achievable fidelity

with a generic input state jψ inia. With a formal demon-
stration in [38], the idea is that any noise acting on the
chosen half of jΦþ

mi is maximally detrimental, as it destroys
the entanglement of the composite density matrix and
hence its coherence. Thus, we employ FCJ for characte-
rizing SQEM.
Protocol.—Below, we introduce and explain SQEM for

error mitigation in both GB QC andMBQC. For clarity, we
consider two branches, i.e., only one auxiliary state jϕ0ib.
The generalization to more branches and higher-level
systems is in [29], where we also investigate variations
of our schemes, provide extended numerical results, and
introduce an interferometric-based approach where the
branches are physically represented by the arms of a
multi–input/output interferometer.
As schematically represented in Fig. 1, our protocols to

mitigate noise comprise the following steps: (1) Prepare the
control and auxiliary registers in jþic ¼ ðj0ic þ j1icÞ=

ffiffiffi
2

p
and jϕ0ib, respectively. (2) Apply a cSWAP operation
[29,39] cSWAP ¼ j0ih0jc ⊗ 1þ j1ih1jc ⊗ SWAPa;b to
coherently exchange registers “a” and “b” depending on
the control register. (3) Implement EU in Eq. (1) in both
registers “a” and “b” independently. (4) Apply a second
cSWAP operation as in step 2. (5) Measure the control and
auxiliary registers in the Pauli X basis and an appropriate
basis, respectively. The latter is chosen, based on jϕ0ib and
U, to maximize the fidelity of the output state ρout (see main

FIG. 1. Illustration of the strategy for enhancing the fidelity of
noisy gate-based (a) and measurement-based (b) computations.
The protocol steps from one to six (described in the main text) are
highlighted. The input (auxiliary) state follows the superposed
green (orange) paths depending on the state of the control.
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text). (6) Depending on the measurement outcomes in step
5, either postselect (“probabilistic” variant) or postselect
and correct (“quasideterministic” variant) the output ρout in
register “a”.
Below, we first describe the working principle behind

our scheme. Afterward, we characterize the probabilistic

and the quasideterministic implementations in step 6,
investigating their advantages in realistic experimental
settings. Finally, we analytically prove that our probabi-
listic protocol is always advantageous compared to the
incoherent case EUðjψ inihψ injÞ.
The state ρout after step 5 of SQEM is (see also [29])

ρout ¼
A
2

�
EUðjψ inihψ injaÞ �

X
i;j

�hϕf jKjUjϕ0ihϕ0jU†K†
i jϕfi

A

�
KiUjψ inihψ injaU†K†

j

�
; ð3Þ

where A ¼ P
i jhϕf jKiUjϕ0ij2 is a normalization constant

and jϕfi is the state onto which the auxiliary subsystem is
projected in step 5. The sign � in Eq. (3) depends on the
measurement outcome of the control register, with þ (−)
corresponding to jþic (j−ic). The trace TrðρoutÞ is the
probability to obtain the auxiliary and control subsystems
in the corresponding states.
From Eq. (3) it is possible to understand how SQEM

works. The first term on the right-hand side describes the
input state jψ inia always remaining in branch j0ic, and thus
resembles the incoherent case in Eq. (1). Noise interference
is found in the second, more interesting term. The factor in
the parentheses indicates that the larger the overlap of jϕfi
and Ujϕ0i is, the more Ujϕ0i is affected by the noise, and
therefore the better our protocol works.
This rather counterintuitive fact is understood thinking in

terms of the noise. After step 2, the input and the auxiliary
states are in a coherent superposition, and as such (in each
branch) they are subjected to the same noise. The errors
become correlated, and by measuring the control and
auxiliary subsystems in step 5 we can learn about the
noise that acted on Ujψ ini. The available knowledge
increases when Ujϕ0i is more affected by the associated
Kraus operators Ki for i ≥ 1 (i.e., it is orthogonal to their
eigenvectors), and can be accessed if jϕfi is parallel
to Ujϕ0i.
From these observations, to quantify the noise mitigation

obtained with SQEM we introduce

ω1 ¼ 1−
P

j≥1jhϕ0jU†KjUjϕ0ij2
1−pne

; ω2 ¼ jhϕf jUjϕ0ij2;

ð4Þ

where ω1;ω2 ∈ ½0; 1�. For ω1 ¼ 0 (ω1 ¼ 1) we say that
Ujϕ0i is completely insensitive (sensitive) to all Kraus
operators, and the correlations between noises affecting
input and auxiliary states are minimized (maximized).
Therefore, the extreme points ðω1;ω2Þ ¼ ð1; 1Þ and
ðω1;ω2Þ ¼ ð0; 0Þ correspond to maximal or minimal mit-
igation of the error affectingU, respectively. Any other pair
of values of ðω1;ω2Þ indicates a certain degree of noise
mitigation and the corresponding advantage of SQEM.

As mentioned in step 6, the output ρout depends on the
chosen implementation: the probabilistic or the quaside-
terministic. The first involves postselection depending on
the measurement outcomes at step 5. This desired result
includes the projection of the control register onto jþic, but
depends on the chosen measurement basis for the auxiliary
subsystem. Specifically, the state jϕfib must maximize ω2

in Eqs. (4). Ideally, jϕfi ¼ Ujϕ0i such that ω2 ¼ 1. In
several experimental scenarios (e.g., U being a Clifford
circuit or jϕ0i an eigenstate of U) this can be practically
achieved. For simplicity, we consider this scenario in the
following, albeit lower values of ω2 are not detrimental to
the success of our schemes [29].
At the cost of performing a calibration routine, i.e.,

repeated experiments to determine the correcting unitaries,
the quasideterministic protocol enhances the postselection
probability of keeping ρout. If required, this scheme works
deterministically, i.e., without requiring postselection. The
idea is to employ a black-box optimization to find the best
correcting unitaries to be applied to ρout depending on the
measurement outcomes at step 5 [29]. This is done by
repeated experiments where the different outputs ρout are
analyzed and postprocessed. While the probabilistic
approach could be particularly useful for increasing the
fidelity of whole computations in a plug-and-play fashion,
the quasideterministic variant could be advantageous for
optimizing one or a few gates that are repeated within a
larger circuit, where the user can specify the desired success
probability.
Below, we analytically quantify the advantage of our

protocol. To better appreciate the potential of SQEM, we
present the following results when (d − 1) auxiliary
branches are employed. The underlying idea is the same,
except that now the input state jψ inia is (conditionally)
swapped with (d − 1) identical auxiliary states jϕ0i instead
of one. Quantitatively, this means that the second term on
the rhs of Eq. (3) is enhanced by the number d of possible
paths the input takes. The computational resources required
for generalizing our protocols to d branches are ðd − 1Þm
qubits for the auxiliary registers and log2ðdÞ for the control.
The discussion above (incoherent case) then refers to the
case d ¼ 2 (d ¼ 1).
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Despite the challenge of analyzing SQEM in general
settings, it is possible to derive theoretical results that are
applicable to different experimental scenarios. Here, we
consider the probabilistic implementation and ω1 ¼ 1 (see
Ref. [29] for a general analysis). A sufficient condition for
ω1 ¼ 1 is that hϕf jKjUjϕ0i ¼ ffiffiffiffiffiffiffi

pne
p

δj;0 for all j, where δj;0
is the Kronecker delta. As explained above, this means that
Ujϕ0i is maximally sensitive to the noise (recall
K0 ¼ ffiffiffiffiffiffiffi

pne
p

1). In practice, this can be always achieved
by employing a Choi-like state as auxiliary, i.e., using half
of a Bell state and measuring in the Bell basis afterward,
see Ref. [29].
Under these assumptions Eq. (3) becomes ρout ¼

EUðjψ inihψ injÞ þ ðd − 1ÞpneUjψ inihψ injU†, up to the nor-
malization factor 1þ ðd − 1Þpne. The associated CJ fidelity
in Eq. (2) is FCJ ¼ dpne=½1þ ðd − 1Þpne�, which is a lower
bound for the fidelity associated with an arbitrary input
jψ inia. Comparing FCJ with the incoherent one pne, we
draw two important conclusions. First, FCJ is a monoton-
ically increasing function of d. This means that SQEM
always yields higher fidelity compared to the incoherent
case, and by increasing d we further enhance the result.
Second, in the asymptotic case d ≫ 1 we obtain a perfect
implementation of U, regardless of the noise.
The situation is more complicated when the chosen

auxiliary state jϕ0i is not maximally sensitive to the noise,
i.e., ω1 < 1. In this scenario, it is still possible to demon-
strate that the probabilistic protocol is always advanta-
geous. Furthermore, the CJ fidelity increases with d for
sufficiently large values of pne. However, for d ≫ 1, FCJ is
limited to a value that depends on ω1 and that is lower than
one. It is then possible to employ different auxiliary states
to design iterative variations of our schemes to further
enhance the output fidelity, see Ref. [29].
Results.—In Fig. 2 we provide numerical and exper-

imental results that confirm the analytical derivations above
and demonstrate the advantage of our probabilistic and
quasideterministic protocols in different settings. We set
ω2 ¼ 1 and identify P and R ¼ ð1 − F0

CJÞ=ð1 − FCJÞ as
figures of merit, where F0

CJ ¼ pne is the incoherent CJ
fidelity. The parameter P is the postselection probability
associated with the desired outcome(s) at step 5. R quanti-
fies the advantage of our schemes, such that for R ≥ 1
SQEM is beneficial.
In panels (a)–(c) we consider the probabilistic scheme

applied to a U ¼ cNOT gate. A dephasing channel acts
independently upon each qubit, and the auxiliary state is set
such that it varies ω1 in Eq. (4) between zero and one. In
the latter case, the analytical results above hold and we
find R ¼ 1þ ðd − 1Þpne and P ¼ pd

ne½1þ ðp−1
ne − 1Þ=d�

[dashed lines in Figs. 2(a)–2(c)].
As demonstrated by Figs. 2(a)–2(c), R > 1 always.

In particular, the full lines in panel (b) characterized by
ω1 ¼ 0 represent the worst scenario, as the correspond-
ing auxiliary state jϕ0i ¼ j11i is minimally sensitive to

dephasing. Even in this case, the probabilistic protocol
yields an advantage, that increases with ω1. This is shown
in panel (c), where we vary ω1, with higher ones corre-
sponding to better values of R.
The postselection probability P in panel (a) suggests that

the probabilistic scheme is beneficial when it is applied
once to a single, large computation U. In the opposite
scenario, i.e., multiple protocol applications to several gates
within U, the quasideterministic scheme is more suitable.
In Fig. 2(d), we consider the T ¼ eiðπ=8ÞZ gate and set the
desired postselection probability threshold to one, i.e., no

FIG. 2. Postselection probability P and infidelity ratio R in
different scenarios. Full and dashed lines are characterized by
ω1 < 1 and ω1 ¼ 1, respectively. In (a)–(c), the probabilistic
scheme is considered,U ¼ cNOT followed by dephasing noise. In
panel (c) we set pne ¼ 0.9 [dotted, red line in (b)] and showR for
varying ω1. In (d), the deterministic protocol is applied to a T gate
affected by dephasing. In (e), the detrimental contribution
of noise from the cSWAP is investigated for ω1 ¼ 1. We consider
the MB implementation of the probabilistic protocol for U ¼
½cNOTðT ⊗ TÞ�NL , and depolarizing noisewith error probabilities
1 − pne affecting each qubit of the resource state (including the
ones implementing the cSWAPs). In (f), SQEM is demonstrated on
the quantum computer “ibm_perth,” with jψ ini ¼ jϕ0i ¼ jþi and
U ¼ 1. Dots correspond to real device data (error bars are
negligible compared to the size of the dots), while the lines
represent the expected simulated behavior obtained by modeling
each cNOT within the two cSWAP gates as a perfect operation
followed by a depolarizing channel with noise parameters ex-
tracted from experimental data (see main text).
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outcome is ever discarded. As it is possible to see, even in
the completely deterministic case SQEM is advantageous,
particularly for large ω1. Owing to the optimization
required for the quasideterministic scheme, it is more
suited to enhancing several low-fidelity gates (e.g., entan-
gling ones) within larger computations.
A relevant question to address is how detrimental is the

noise affecting the cSWAPs at steps 2 and 4 of SQEM. This
is investigated in Fig. 2(e), where we consider d ¼ 2

branches and U ¼ ½cNOTðT ⊗ TÞ�NL , i.e., NL layers of
two T gates followed by a cNOT. Instead of the GB model
(as for the previous numerical results) here we employ MB
QC (see Fig. 1). Noise is implemented via depolarizing
channels applied onto each qubit within the resource state,
before the measurements (therefore, it affects both the
cSWAPs and U).
As demonstrated by Fig. 2(e), even with noisy cSWAPs

our protocols are advantageous, provided NL is large
enough. Furthermore, the postselection probability P is
always more than 50% of the incoherent fidelity for the
values of pne and NL shown here. Qualitatively, it indicates
that R ≥ 1 is achieved when the noise affecting U is
comparable to or larger than the one affecting the cSWAPs.
This is particularly appealing in view of recent theoretical
and experimental proposals [40–42] for high-fidelity multi-
qubit gates.
Finally, in Fig. 2(f) we study the performance of the

SQEM protocol using the IBM Quantum platform. We
consider the case U ¼ 1 subjected to a dephasing (orange)
or depolarizing (brown) channel with error rates 1 − pne.
The dots are reconstructed from the experimental density
matrices, which are obtained from tomography after read-
out mitigation. The dephasing and depolarizing channels
are effectively implemented by running circuits with differ-
ent combinations of Kraus operators, and adding up the
measurement outcomes of these circuits weighted by the
occurrence probability of their associated Kraus operators.
The cSWAP gates, also realized on the real hardware,
consist of several cNOT and single-qubit gates. To recon-
struct the expected behavior of the IBM hardware, we
model each cNOT as a perfect operation followed by a
depolarizing channel, with the error probability estimated
from the state tomography. We then feed these parameters
into our simulator to find the solid lines, which are in good
agreement with the dots.
As demonstrated by Fig. 2(f), despite the extremely

faulty cSWAP operations there is a wide window for which
SQEM is advantageous compared to the incoherent case.
Importantly, this also holds for the depolarizing case, for
which ω1 < 1 [see Eq. (4)]. SQEM performance in the
small error regime could be dramatically enhanced by
better implementations of the cSWAP gates, see, e.g.,
[40,41,43,44].
Conclusions.—We have introduced protocols for quan-

tum noise mitigation that rely on a coherent implementation

of a desired computation. Analytical derivations shed light
on the working principles of our schemes, and numerical
and experimental (IBM Quantum) simulations showcase a
significant advantage in computational fidelity under a
broad range of settings.
In [29] we provide additional studies on the feasibility of

the protocol. We consider practical auxiliary states and
avoid hidden resources. Moreover, we introduce both a
nested strategy for further enhancing the fidelity, and a so-
called coherent quantum memory that uses our protocols to
improve its coherence time. Finally, we propose a physical
realization called interferometric based, which is based on
similar working principles albeit not requiring auxiliary
states. In this case, correlations between the input and the
environment (vacuum) are generated, and the resulting
fidelity depends on “vacuum phases” between the noisy
channels affecting the input in different branches.
The tools and ideas introduced in this work are not only

limited to enhancing quantum computations. They also
hold the potential to impact multiple fields that are related
to quantum information processing, such as quantum
communication, metrology, or sensing.

Note added.— Recently, we became aware of a similar
approach independently put forward in [45,46].
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