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Using an 185-kg NaI[Tl] array, COHERENT has measured the inclusive electron-neutrino charged-
current cross section on 127I with pion decay-at-rest neutrinos produced by the Spallation Neutron Source at
Oak Ridge National Laboratory. Iodine is one the heaviest targets for which low-energy (≤ 50 MeV)
inelastic neutrino-nucleus processes have been measured, and this is the first measurement of its inclusive
cross section. After a five-year detector exposure, COHERENT reports a flux-averaged cross section for

electron neutrinos of 9.2þ2.1
−1.8 × 10−40 cm2. This corresponds to a value that is ∼41% lower than predicted

using the MARLEY event generator with a measured Gamow-Teller strength distribution. In addition, the
observed visible spectrum from charged-current scattering on 127I has been measured between 10 and
55 MeV, and the exclusive zero-neutron and one-or-more-neutron emission cross sections are measured to

be 5.2þ3.4
−3.1 × 10−40 and 2.2þ3.5

−2.2 × 10−40 cm2, respectively.
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Introduction.—There are little existing experimental data
on low-energy inelastic neutrino-nucleus scattering. For
terrestrial-based neutrinos with energy less than 100 MeV,
measurements exist for only seven nuclear targets [1–3].
Despite the dearth of experimental data, there are motiva-
tions for the study of these interactions in detecting solar
and supernova neutrinos [4], improving our understanding
of weak interactions with the nucleus [5], and quantifying
backgrounds for neutrino-scattering experiments.
Inelastic charged-current (CC) neutrino interactions on

127I (νeCC-127I), in particular, have generated interest for
solar and supernova neutrino detection. The low Q value
(662.3 keV) for the νeCC-127I interaction, along with the
large predicted cross section and long half-life of the
resulting 127Xe nucleus, make iodine a promising target
for radiochemical neutrino detection. Recent calculations
[6] have shown that, by measuring the fraction of νeCC-127I
events that emit a neutron, an 127I solar neutrino detector
can provide information on the fluxes of different types of
solar neutrinos.
In existing calculations, there are large variations of the

pion decay-at-rest (π-DAR) flux-averaged νeCC-127I cross
section [5,7–9]. One factor impacting predictions is the
weak axial-vector coupling constant gA. By measuring
exclusive cross sections to specific multipoles in the
resulting 127Xe nucleus, it may be possible to learn about
the quenching of gA [5]. Neutrino-nucleus interactions at π-
DAR sources allow the study of gA in a weak process at
larger momentum transfer (Q ∼ 10 s of MeV=c) than is
achievable through β-decay experiments (Q ∼ 1 MeV=c).
The dependence of gA on momentum transfer has a large
impact on neutrinoless double beta-decay (0νββ) experi-
ments, where the 0νββ half-life depends on gA to the fourth
power. A review of the gA quenching problem and its
impact on 0νββ matrix elements can be found in Ref. [10].
In searches for coherent elastic neutrino-nucleus scatter-

ing (CEνNS), inelastic neutrino-nucleus interactions occur-
ring in the active detector volume or surrounding shielding
can form a background [11]. Neutrino interactions can
produce excited nuclear states that deexcite by emitting
neutrons. Neutrino-induced neutrons (NINs) can produce
keV-scale nuclear recoils that mimic the CEνNS signal.
Additionally, NINs are one of the only backgrounds that
can follow the timing distribution of neutrinos produced by
pulsed spallation neutron sources. COHERENT plans to
measure CEνNS on 23Na using a tonne-scale NaI[Tl]
scintillator array. NINs from νeCC-127I can form a back-
ground for this search. While the CEνNS cross section on
23Na is expected to be larger than the νeCC-127I cross
section, the exclusive νeCC-127I channel leading to neutron
emission on iodine has never been measured. A recent
search for NINs on 208Pb observed a cross section sub-
stantially lower than existing theoretical predictions,
although the source of this suppression is unknown [3].

The exclusive νeCC-127I channel to bound states of 127Xe
(referred to as 0n) was measured for π-DAR neutrinos by E-
1213 at the Los Alamos Meson Physics Facility (LAMPF)
[12]. By extracting 127Xe produced in a 1540-kg NaI solu-
tion and counting its decay, a flux-averaged exclusive cross
section of ½2.84� 0.91ðstatÞ � 0.25ðsystÞ� × 10−40 cm2

was reported. The radiochemical approach was insensitive
to CC interactions leading to the emission of one or more
neutrons (≥ 1n), while themajority of νe emitted at a π-DAR
source have energies above the neutron emission threshold
of 7.246 MeV [6]. Additionally, radiochemical approaches
are unable to measure the energy dependence of the
νeCC-127I cross section.
The NaI Neutrino Experiment (NaIνE) was deployed by

the COHERENT Collaboration to the Spallation Neutron
Source (SNS) at Oak Ridge National Laboratory (ORNL)
to measure the inclusive νeCC-127I cross section. Details on
the detector, calibrations, signal predictions, and results
from a five-year search are presented here.
Experimental description.—The NaIνE detector consists

of 24 2” × 4” × 16” NaI[Tl] scintillator crystals, each with
a mass of ∼7.7 kg, enveloped in thin aluminum shielding.
The crystals are arranged in a 4 × 6 array, oriented
vertically, as depicted in Fig. 1. Each crystal is equipped
with a ten-stage 3.5” diameter Burle S83013 photomulti-
plier tube (PMT). Two-inch plastic scintillator muon veto
panels tag muon backgrounds, and 1.5” of A36 steel rests
between the NaI[Tl] crystals and vetoes to avoid vetoing
the CC signal. The side (top) veto panels are equipped with
two (four) ET-9078B PMTs. The detector began operating
at the SNS in its current shielding configuration in 2017.
The detector is located in a basement hallway at the SNS

target station, 18.7 m from the SNS mercury target, where it
is exposed to an intense flux of π-DAR neutrinos
(∼5.4 × 107 cm−2 s−1 at 18.7 m) [13]. At the SNS, νe is

FIG. 1. Cutaway view of the 24-crystal NaIνE detector. Muon
veto panels are depicted in green and steel shielding in dark gray.
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the only flavor that can undergo CC interactions, as the
muon-neutrino energy is too low to produce muons. The
timing of the νe flux is determined by the 350 ns FWHM
proton-on-target (POT) pulse convolved with the 26 ns
mean lifetime of the pion and the 2.2 μs mean lifetime of
the muon. The maximum energy of the produced νe is
∼52.8 MeV. Additional details on neutrino production at
the SNS can be found in Ref. [13].
The 24 NaI[Tl] PMTs, 12 muon veto PMTs, and two

timing channels from the SNS are read out using five
Struck SIS3302 digitizers [eight channels, 100 MHz, 16-bit
analog-to-digital converter (ADC)]. Each channel triggers
independently using a moving-average trapezoidal trigger.
The NaI[Tl] channel trigger thresholds range from 500 to
900 keV. To reduce the amount of data generated, digitizers
store the integrated PMT signal in eight 1.25-μs windows
around the triggering pulse. The first two windows record
the baseline level, and the following three integrate pulse
signal to define an energy quantity. The digitizer addition-
ally records the peak ADC value of the pulse, the location
of the peak within the 10-μs trace, and whether there is
pileup from additional triggers. In analysis, NaI[Tl] signals
are correlated with veto and POT signals. One malfunction-
ing NaI[Tl] crystal was removed from analysis but
remained in situ and was simulated.
Energy depositions from multiple NaI[Tl] detectors are

grouped to form events if they occur within a 400-ns time
window. Long coincidence windows are not atypical for
other large NaI[Tl] arrays [14,15].
NaI[Tl] scintillator events are associated with cosmic

muon events if they occur within a ½−6 μs;þ20 μs�
window around a muon veto PMT signal. The thresholds
for the muon vetoes range from 300 to 700 keV.
Data occurring within a ½−2 μs;þ20 μs� window of the

POT pulse were blinded to avoid biasing cuts. Health
checks removed periods of operation with irregular SNS
beam operations or detector electronics issues.
Detector calibration.—While NaI[Tl] scintillators are

known to exhibit a nonlinear light yield below 1 MeV [16],
the high-energy light yield is fairly linear [17]. Each NaI
[Tl] detector was calibrated in two steps, first using peaks
from low-energy gamma backgrounds, followed by high-
energy Michel positrons to account for nonlinearities in the
light yield and PMT response. The low-energy calibrations
use events from 40K (208Tl) at 1.461 (2.615) MeV to
estimate the energy scale and track gain changes that occur
due to PMT aging and temperature fluctuations. The
higher-energy calibrations identify Michel positron candi-
dates by searching to 10-to-55 MeV depositions following
a tagged muon-veto event and is applied to ensure the
detector energy response is correct in the energy region of
interest (ROI) relevant for CC events in this analysis.
Additional details on the calibrations can be found in
Supplemental Material [18].

To avoid threshold effects, a software cut removes
energy depositions in any crystal below 1 MeV so that
the trigger efficiency is ∼100%. A second cut removes
events with an energy deposition in a single crystal greater
than 55 MeV, as these are outside the νeCC-127I ROI.
Simulation and signal prediction.—All CC event gen-

eration was done with MARLEY [19]. Although designed
for CC interactions on 40Ar [20], MARLEY has been
adapted for use with other nuclei. MARLEY simulates
the allowed component of neutrino-nucleus interactions,
relying on provided distributions of the Gamow-Teller
(GT−) and Fermi (F) strengths. For iodine, BðGT−Þ data
are obtained from the charge-exchange experiment in
Ref. [21]. Similarly, BðGT−Þ data in Refs. [22,23] were
used for 23Na CC events originating in the NaI[Tl] detectors
and 56FeCCevents originating in the shielding.An extended
discussion of MARLEY’s predictions for 127I can be found
in [18]. The predicted flux-averaged νeCC-127I cross section
fromMARLEY is 22.5þ1.2

−6.5 × 10−40 cm2, with uncertainties
originating from those provided in themeasuredGT strength
distribution.
One of the key signatures of CC interactions at π-DAR

sources is the delayed timing of electron neutrinos resulting
from the 2.2 μs muon lifetime. This timing distribution is
not affected by uncertainties associated with forbidden
transitions or gA quenching, so these factors predominantly
affect the predicted spectral shape from MARLEY. The
amplitude of the νeCC-127I component is allowed to float in
our fits. Backgrounds from neutrino-electron scattering
were ignored, as their expected rate is only 1.2% of the
expected νeCC-127I signal.
A GEANT4 [24] simulation was used to simulate detector

response Michel positrons, beam-related neutrons (BRNs),
and CC events on 127I, 23Na, and 56Fe. Simulations were
postprocessed with cuts designed to match those applied to
detector data. Energy smearing was applied to simulated
events using the measured energy resolution from the
detector calibrations. While nuclear recoils from CC
interactions and neutron interactions are below detector
thresholds, they are included, along with nuclear recoil
quenching factors [25], as they can produce in shifts in the
reconstructed energy. The predicted energy distributions in
NaIνE (with arbitrary normalization) from simulation are
shown in Fig. 2.
The neutrino flux normalization was parametrized as a

function of proton power and energy using a simulation
from Ref. [13], with a 10% normalization uncertainty. The
spectral shape of electron neutrinos from muon decay is
well known [26]. Using the MARLEY cross sections, the
signal expectations over the 22.8-GWhr exposure for
events with visible energy between 10 and 55 MeV are
∼1320 CC events on 127I and ∼61 CC events from 23Na and
56Fe. The expected rates for the prompt neutron background
were taken from Ref. [3].
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Prior to unblinding, the neutron rate and timing shape
were studied in low-energy (7–8 MeV) and high-energy
(55–100 MeV) sidebands to validate the BRN simulation.
A one-dimensional binned-timing fit was performed on
both of these samples, allowing the neutron normalization
and arrival time to float. Additionally, to accommodate
differences in time of flight for neutrons of different energy,
the timing width was allowed to float by convolving the
POT timing distribution with a Gaussian of parametrized
width. The neutron rate at the NaIνE location was higher
than expected by factor of 6.3 and 9.8 in the respective low-
and high-energy sidebands [3]. Neutrons in the high-energy
sideband were observed 53� 6 ns earlier than those in the
low-energy sideband. Furthermore, while the high-energy
sideband data were consistent with the POT pulse width,
the low-energy data preferred a 33� 9 ns additional time
broadening. These differences are not understood, but we
suspect they are due to lower-energy secondary interactions
that can be produced by higher-energy neutrons. Because
of these differences, the neutron amplitude, timing offset,
and additional width were allowed to float independently in
every energy bin. Thus, we made no prior assumption on
the neutron energy or timing distribution.
Results and discussion.—The data analysis was blinded

with all choices of event selection and fitting finalized
before the data were analyzed. Beam events were selected,
and the observed energy and timing were reconstructed.
Event timing is the principal discriminator between CC and
prompt neutron background as νe CC events are delayed
from the POT onset.
To mitigate uncertainties from the model of the prompt

neutron energy spectrum, the total νeCC-127I cross section
was determined by a binned 1D timing fit. Events with
observed energy below 10 MeV were excluded from the fit
to reject neutron capture events (most intense between 4.5
and 6.8 MeV [27,28]) which are delayed at a timescale of
several microseconds. Additionally, events above 55 MeV

were removed, as these events are beyond the π-DAR end
point energy.
The systematic uncertainty on the 127I CC normalization

was 11.4%, dominated by the neutrino flux uncertainty of
10%. This includes a 5.1% uncertainty on the fraction of
CC events that are rejected by the muon veto panels—this
uncertainty originates from the spatial dependence on the
threshold within the veto, and its impact was studied
through simulation. We also include uncertainties on the
calibration, energy resolution, and neutrino interaction
modeling which contribute each < 1%.
The steady-state background prediction (predominantly

cosmic rays that did not trigger the veto system) was
measured in situ with out-of-beam-window data, with
negligible uncertainty on its normalization. The prompt
neutron flux, arrival time, and timing width were allowed to
float without any prior constraint. We included a �100%

uncertainty on the normalization of background 23Na
and 56Fe CC due to large cross-section uncertainty. This
introduces an uncertainty on the 127I event rate by 31 and 30
events for 23Na and 56Fe, respectively.
After selection, we calculated the likelihood curve as a

function of the number of 127I CC events while profiling
systematic uncertainties. With this, we find a best fit and 1σ
range of 541þ121

−108 , corresponding to a flux-averaged cross
section of ð9.2þ2.1

−1.8Þ × 10−40 cm2 and inconsistent with the
background-only hypothesis at 5.8σ. The best-fit timing
spectrum is shown in Fig. 3 and has a χ2 per degree of
freedom of 13.1=11. The best-fit normalization is only
40.9% of the MARLEY expectation, similar to the NIN
suppression COHERENT has observed in lead [3]. While
disparate from MARLEY’s prediction, the measured
inclusive cross section is closer to predictions in Ref. [7]
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FIG. 3. The observed NaIνE timing spectrum compared to the
total prediction, with an inset showing the background-subtracted
timing distribution. The CC spectrum with 1σ uncertainty from
the 1D fit is also shown along with the nominal MARLEY
prediction and steady-state, BRN, and Naþ Fe CC backgrounds.

FIG. 2. Simulated visible energy spectra of 127I CC (orange
line), 23Na CC (green line), 56Fe CC (red line), and beam-related
neutron signals (blue line), after applying cuts. Amplitudes of
each component are normalized to unity.
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ð7.3 × 10−40 cm2Þ and Ref. [9] ð12.5 × 10−40 cm2Þ.
MARLEY’s prediction is generated using an assumption
of an unquenched gA (see Supplemental Material [18]),
and, while the MARLEY model neglects forbidden tran-
sitions, we set an upper bound on the suppression of the GT
interaction strength for νeCC-127I scattering with π-DAR
neutrinos of ≤ 0.59, corresponding to gA;eff ≤ 0.97. This
upper limit is derived from the lower 1σ uncertainty on the
GT matrix elements in Ref. [21] and the upper 1σ
uncertainty on the measured cross section.
We investigate the exclusive channel by considering the

energy dependence of NaIνE data due to differences in
nuclear binding energy to compare to the measurement of
127Iðνe; e−Þ127Xe at LAMPF [12] which determined a cross
section of ½2.84� 0.91ðstatÞ � 0.25ðsystÞ� × 10−40 cm2.
The 1n emission threshold is ∼7 MeV larger than that
of the 0n channel and much larger than detector resolution.
After applying detector resolution, the 40–50 MeV range is
sensitive to 0n events, while the ≥ 1n channel is kinemat-
ically forbidden.
We performed a 2D fit in time and energy to constrain

the 0n and ≥ 1n event normalizations with NaIνE data. As

previously described, the prompt neutron energy distribu-
tion is known to be mismodeled, and, thus, the neutron
normalization and timing is floated in each energy bin
independently. The 2D fit is susceptible to uncertainties on
the MARLEY predictions for the shape of the observed
energy distribution; however, the relative fraction of 0n and
≥ 1n events dominate spectral distortions. Thus, we intro-
duce only two uncorrelated fit parameters: the amplitude of
0n and ≥ 1n events. Additionally, the bias introduced on
the cross sections is much smaller than statistical uncer-
tainty in this measurement. These effects will be included
in a future measurement from the NaI[Tl] Neutrino
Experiment TonnE-scale (NaIνETe) 3.5-tonne detector,
currently being deployed at the SNS, which will dramati-
cally reduce statistical errors.
The resulting energy distribution from the 2D fit is

shown in Fig. 4. The fit agrees well with the model,
χ2=d:o:f: ¼ 147.3=139. Interestingly, the fit prefers a much
higher fraction of 0n events (72.3%) than MARLEY
predicts (10.6%), though this preference is not strong (a
Δχ2 ¼ 3.3 between the best fit and the MARLEY 0n
fraction). Further data collected with the COHERENT
NaIνE and NaIνETe detectors can be used to investigate
the cross sections of these exclusive channels to tune event
generators for CC interactions on heavy nuclei at energies
relevant for π-DAR, solar, and supernova neutrino
measurements.
From the 2D fit, we derive measurements of the cross

sections to the exclusive 0n and ≥ 1n channels simulta-
neously. Our measurement is shown in Fig. 5. At 1σ, the
NaIνE data imply σð0nÞ ¼ ð5.2þ3.4

−3.1Þ × 10−40 cm2 after
profiling σð≥ 1nÞ, consistent with Ref. [12] and
MARLEY’s prediction [18], though uncertainties are large
due to the≥ 1n events present in NaIνE. The determined 1σ
range for σð≥ 1nÞ is 2.2þ3.5

−2.2 × 10−40 cm2 is roughly 10×
lower than the MARLEY model, suggesting the suppres-
sion in the total rate relative to MARLEY is due to the
modeling of the ≥ 1n channel. Profiles for the exclusive
cross-section fits can be found in Supplemental Material
[18], which includes Refs. [29–37].
Conclusion.—COHERENT has measured the inclusive

νeCC-127I cross section on 127I between 10 and 55 MeV to
be ð9.2þ2.1

−1.8Þ × 10−40 cm2. This measurement is roughly
41% of the nominal cross section from MARLEY and to
date is the heaviest CC neutrino-nucleus cross section
measured in this energy regime. One source of suppression
could arise from a quenched value of gA, and, while this
value cannot be determined due to the lack of forbidden
transitions in the MARLEY model, an upper limit of
gA;eff ≤ 0.97 is set. COHERENT’s 0n emission measure-
ment is consistent with the exclusive channel reported by
E-1213 and with that predicted by the MARLEY model.
The fit to the ≥ 1n emission cross section is much smaller
than predicted, similar to the suppression observed by
COHERENT’s previous measurement on lead. The

FIG. 4. The visible energy spectrum of CC events between 10
and 55 MeV is shown in black, along with the best-fit spectrum
from MARLEY (orange) allowing the ≥ 1n and 0n amplitudes
to float.
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detector continues to collect data, and the future 3.5T
NaIνETe detector will improve the current statistical
limitations. There are additional efforts within the collabo-
ration to utilize machine-learning approaches on NaIνE
data to further improve signal to background.
COHERENT’s future inelastic detectors will study inter-
actions on 2H, 16O, 40Ar, and 232Th, significantly increasing
the number of neutrino-nucleus interactions studied at these
energies.
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