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The prevalence of quantum crosstalk in current quantum devices poses challenges for achieving high-
fidelity quantum logic operations and reliable quantum processing. Through quantum control theory, we
develop an analytical condition for achieving crosstalk-robust single-qubit control of multiqubit systems.We
examine the effects of quantum crosstalk via a cumulant expansion and develop a condition to suppress the
leading order contributions to the dynamics. The efficacy of the condition is illustrated in the domains of
quantum state preservation and noise characterization through the development of crosstalk-robust
dynamical decoupling and quantum noise spectroscopy (QNS) protocols. Using the IBM Quantum
Experience, crosstalk-robust state preservation is demonstrated on 27 qubits, where up to a 3.5×
improvement in coherence decay is observed for single-qubit product and multipartite entangled states.
Through the use of noise injection, we demonstrate crosstalk-robust dephasing QNS on a seven qubit
processor, where a 104 improvement in reconstruction accuracy over alternative protocols is found.
Together, these experiments highlight the significant impact the crosstalk suppression condition can have on
improving multiqubit characterization and control on current quantum devices.
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Introduction.—The ability to implement high-fidelity
quantum logic operations is a necessity for achieving
reliable and scalable quantum computing [1]. In current
systems, however, system-environment interactions and
crosstalk are typically quite substantial and ultimately
limit qubit coherence and gate fidelities. Characterized as
unwanted interqubit coupling, quantum crosstalk causes
undesired dynamics that violate the locality and individual
addressability of qubits. It is known to be prevalent in
current systems and presents obstacles in the implemen-
tation of quantum algorithms [2–6], quantum characteri-
zation [7–10], and instantiations of quantum error
correction [11,12].
Quantum crosstalk arises in a variety of qubit architec-

tures. Atomic systems are susceptible to unwanted inter-
actions between neighboring spectator qubits during
two-qubit operations [12–17], while superconductor (e.g.,
fixed-frequency transmons [18–21]) and semiconductor
[22–24] platforms commonly experience parasitic ZZ
interactions from always-on coupling used to implement
entangling gates. Various strategies have been proposed to
address crosstalk from the hardware and software perspec-
tive. Hardware solutions have predominately centered

around architecture design [25–27]. Software approaches
are diverse and have sought to address crosstalk at the
physical [6,17,22,28–30] and compiler [2,3,31,32] layers of
the quantum software stack. Despite their utility, these
approaches are either hardware specific or provide limited
insight and intuition into broader principles for crosstalk
suppression.
We address this challenge by leveraging quantum

control theory to develop an analytical condition for
achieving crosstalk-robust (CR) single-qubit control of
multiqubit systems. Quantum control is widely used for
constructing high-fidelity gates [33–38] and error suppres-
sion strategies [39–42], as well as unraveling key charac-
teristics of spatiotemporally correlated noise through
quantum noise spectroscopy (QNS) [43–51]. We exploit
a control framework commonly used to derive the filter
function formalism [34,35,47,52–54] to examine the impact
of crosstalk on system dynamics. Through the use of a
perturbative cumulant-based expansion, we derive a control
condition that enables quantum crosstalk cancellation up to
first order in the total evolution time.
The versatility and applicability of our approach is

illustrated through experimental investigations of CR quan-
tum state preservation and noise characterization on the
IBM Quantum Experience (IBMQE). CR dynamical decou-
pling (CRDD) is introduced and shown to dramatically
improve the simultaneous preservation of single-qubit
product states (SPSs) and multipartite entangled states
(MESs) up to 27 qubits. Furthermore, we demonstrate
the relevance of the condition to noise characterization,
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where a CR dephasing QNS protocol is introduced and
subsequently used to perform the first known simultaneous
noise spectrum estimation on seven qubits. Together, these
experiments highlight the deleterious effects of crosstalk
and the remarkable impact our condition can have on
improving multiqubit characterization and control on cur-
rent quantum devices.
Crosstalk noise model.—We focus on the suppression

of crosstalk during the implementation of single qubit
operations as this represents the most fundamental type
of control one may possess on a quantum system. To this
end, we consider an N-qubit system subject to noisy,
controlled evolution governed by the time-dependent
Hamiltonian HðtÞ ¼ HCðtÞ þHEðtÞ. The control Hamil-
tonian is given by

HCðtÞ ¼
XN

i¼1

ΩiðtÞ
2

½σxi cosϕiðtÞ þ σyi sinϕiðtÞ�; ð1Þ

whereΩiðtÞ and ϕiðtÞ represent the time-dependent control
amplitude and phase, respectively. Noise is generated by
the error Hamiltonian

HEðtÞ ¼
XN

i¼1

σ!i · β
!

iðtÞ þ
XN

i<j

Jijσ
z
iσ

z
j: ð2Þ

The first term describes semiclassical, spatiotemporally
correlated noise with σ⃗i¼ðσxi ;σyi ;σzi Þ consisting of the ith

qubit Pauli operators and β
!

iðtÞ¼ðβxi ðtÞ;βyi ðtÞ;βzi ðtÞÞ. βμi ðtÞ
is assumed to be a wide-sense stationary Gaussian stochastic
process with zero-mean, βμi ðtÞ ¼ 0, and two-point correla-

tion functionsCμν
ij ðτÞ ¼ βμi ðτÞβνjð0Þ; μ; ν ¼ x; y; z. Note that

� � � denotes classical ensemble averaging. The model also
includes quantum crosstalk that is characterized by the static
coupling strength Jij and two localZZ interactions on the ith
and jth qubits. Thismodel and its generalization described in
the SupplementalMaterial [55] are relevant to awide rangeof
experimental platforms, including superconducting qubits
[18,19,26,44], semiconductor qubits [22,23,61,62], and
trapped ion systems [12,13,17,48,50,63].
Effective error dynamics.—We investigate the effect of

HEðtÞ on the dynamics of expectation values and state
fidelity. The evolution generated by the error Hamiltonian is
isolated by moving into the interaction (toggling) frame with
respect to the control such that the total evolution is
described by UðTÞ ¼ ŨEðT; 0ÞUCðT; 0Þ. The propagator

UCðT;0Þ¼T þe
−i
R

T

0
dtHCðtÞ describes the control dynamics,

while ŨEðT;0Þ¼T þe
−i
R

T

0
dtH̃EðtÞ is the rotated-frame time

evolution governed by H̃EðtÞ¼UCðT;tÞHEðtÞU†
CðT;tÞ; T þ

denotes the time-ordering operator. The rotated-frame error
Hamiltonian is further specified by

H̃EðtÞ ¼
XN

i¼1

Λ⃗iðtÞ · β⃗iðtÞ þ
XN

i<j

Jij½Λ⃗T
i ðtÞ�z½Λ⃗jðtÞ�z; ð3Þ

where Λ⃗iðtÞ≡ RiðtÞσ⃗Ti and RiðtÞ is the “control matrix”
with elements Rμν

i ðtÞ ¼ Tr½UCðT; tÞσμi U†
CðT; tÞσνi �=2. AT

and ½a⃗�z denote the transpose of A and the z component
of a⃗, respectively.
We quantify the impact of noise on the time-dependent

expectation value of an observable O using a cumulant-
based perturbative expansion [47,64]. In the strong control
and weak noise limit [47,54,64], whereHCðtÞ dominates the
dynamics and HEðtÞ is treated as a perturbation, the noise-
averaged expectation value hOðTÞi ¼ Tr½ρðTÞO� with
respect to the time-evolved state ρðTÞ ¼ UðTÞρð0ÞU†ðTÞ
can be approximated as

hOðTÞi ≈ Tr½e−iCð1ÞO ðTÞ−Cð2ÞO ðTÞ=2ρCðTÞO�: ð4Þ

ρCðT; 0Þ ¼ UCðT; 0Þρð0ÞU†
CðT; 0Þ represents the time-

evolved state with respect to the ideal control dynamics,
while the error dynamics generated by HEðtÞ are described
by the first and second cumulants:

Cð1ÞO ðTÞ ¼
XN

i<j

X

μ;ν¼x;y;z

χμνij ðTÞðσμi σνj −O−1σμi σ
ν
jOÞ; ð5Þ

Cð2ÞO ðTÞ ¼
XN

i;j¼1

X

ν;γ¼x;y;z

Γνγ
ij ðTÞAνγ

ij ; ð6Þ

where Aνγ
ij ¼ σνi σ

γ
jþO−1σνi σ

γ
jO−O−1σνi Oσγj −σνiO

−1σγjO.

Cð1ÞO ðTÞ and Cð2ÞO ðTÞ are proportional to the mean and
variance of the noise, respectively. Consequently, the
cumulants are determined by the overlap integrals

χμνij ðTÞ≡ Jij

Z
T

0

Rzμ
i ðtÞRzν

j ðtÞdt; ð7Þ

Γνγ
ij ðTÞ≡

X

μ;δ¼x;y;z

Z
∞

0

dω
2π

Gμνδγ
ij ðω; TÞSμδij ðωÞ; ð8Þ

where χμνij ðTÞ is due to crosstalk and Γνγ
ij ðTÞ captures the

temporally correlated noise. Sμνij ðωÞ ¼
R
T
0 Cμν

ij ðτÞe−iωτdt
designates the noise power spectral density. The filter
functions Gμνδγ

ij ðω; TÞ≡Re½Gμν
i ðω; TÞGδγ

j ð−ω; TÞ� are
defined in terms of the Fourier transforms of the elements
of the control matrix: Gμν

i ðω; TÞ≡ R
T
0 Rμν

i ðtÞeiωtdt.
Similar expressions can be obtained for the fidelity (i.e.,

overlap) between the initial state ρð0Þ and time-evolved
state ρðTÞ. When ρð0Þ is a pure state, the noise-averaged
fidelity is given by F ðTÞ ¼ Tr½ρðTÞρð0Þ�. In general, ρð0Þ
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can be noninvertible which poses challenges for recasting
F ðTÞ in the form of Eq. (4) [55]. However, by expanding
the initial state as a sum of invertible, Hermitian operators,
ρð0Þ ¼ P

l Φl, the fidelity becomes

F ðTÞ ≈
X

l

Tr½e−iC
ð1Þ
Φl

ðTÞ−Cð2ÞΦl
ðTÞ=2ρCðTÞΦl�: ð9Þ

In the case of qubit systems, Φi may be chosen to be
proportional to the N-qubit Pauli operators. Note that the
cumulant expressions of Eq. (9) only differ from Eq. (4) by
operator conjugations.
Crosstalk-robust control condition.—In the cumulant rep-

resentation, a control protocol defined by fΩiðtÞ;ϕiðtÞgNi¼1

attains nth order suppression of the error dynamics when

CðkÞO ðTÞ ¼ 0 for k ≤ n. Suppression of the first cumulant is
achieved by cancellation of the pure crosstalk contribution,
or more specifically, satisfying the crosstalk suppression
condition (CSC):

χμνij ðTÞ ¼ 0 ∀ i; j; μ; ν; ð10Þ

a multiaxis generalization is included in the Supplemental
Material [55]. Second-order suppression is imposed via
Eq. (10) in conjunction with minimizing the spectral
overlap between the system-environment noise and the
filter functions ∀ i; j; ν; γ.
The efficacy of the above condition is explored in the

next sections via demonstrations of quantum state preser-
vation and QNS on the IBMQE. Composed of fixed-
frequency transmons, IBMQE processors are susceptible
to parasitic ZZ crosstalk [7,19,30] and temporally corre-
lated noise [30,65–68], both of which are captured by
Eq. (2). Thus, they present suitable testbeds for evaluating
and showcasing the potential benefit of imposing Eq. (10).
Quantum state preservation.—We demonstrate the util-

ity of the CSC in the context of quantum state preservation
through the design and evaluation of CRDD. DD selec-
tively averages out unwanted interactions between a
quantum system and its environment through the use of
fast and strong pulses [41]. When properly designed, DD
preserves the state of a single qubit system, while sup-
pressing static quantum crosstalk [30]. Here, we show
how the CSC enables greater generality for simultaneous
preservation of an array of qubits initialized in SPSs and
MESs.
While the CSC permits a diverse family of possible

CRDD protocols, for concreteness, we focus on those
inspired by XY4 [39]. This sequence utilizes repetitions
of fτXfτYfτXfτY, where X and Y are π pulses (of duration
δ) about the x and y axis of the single qubit Bloch sphere,
respectively. Free evolution periods fτ, where the system
evolves according to its internal dynamics, are of duration τ;
thus, yielding a cycle time of tXY4 ¼ 4ðτ þ δÞ. XY4 affords

suppression of system-environment interactions to first
order in time-dependent perturbation theory [39].
CR state preservation is achieved by properly adjusting

the pulse locations of multiqubit variants of XY4. Given an
array of qubits, the CSC is enforced by patterning two
sequences across the array: XY4 andXY40 ¼XfτYfτXfτYfτ;
this protocol is labeled CR-XY4. An example of the
protocol is shown in the inset of Fig. 1(a). Achieving
universal single-qubit decoupling in the ideal pulse limit,
CR-XY4 affords crosstalk suppression when τ ¼ δ (i.e.,
pulse-width effects are significant). In the DD context, the
suppression condition is equivalent to enforcing the
typical anticommutativity required to achieve first-order
decoupling [41]. As such, variants of CRDD based on
time-symmetric XY4 [69] and Eulerian DD [70] may be
considered as well.
CR-XY4 is evaluated against free evolution and XY4.

The three protocols are compared by simultaneously
preparing N qubits in the state jΨi ¼⊗N

i¼1 jψ ii, where
jψ ii is the ith-qubit state. We focus on states in the xy plane
as these are among the most susceptible to ZZ crosstalk.
State preparation is followed by M repetitions of XY4 or
CR-XY4 (or the free evolution equivalent), applied for a

FIG. 1. Simultaneous preservation of SPSs using different control
protocols. (a) Fidelity vs time for the IBMQE Lima 5-qubit
processor using free evolution (dark blue down-triangles), XY4
(light purple circles), and CR-XY4 (light blue squares). Data points
and error bars denote mean fidelity and CIs, respectively, obtained
from bootstrapping. Inset: CR-XY4 protocol on IBMQE Lima;
similar patterning used for IBMQE Auckland. (b) Fidelity decay
rate comparison between XY4 and CR-XY4 using up to 26 qubits
on IBMQE Auckland. Bars represent mean decay time λ (with
CI error bars), while the line signifies Rλ. Results are collected
using the same procedure outlined for the top panel. In both cases,
CR-XY4 exhibits significant improvement over XY4.
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total time T ¼ MtXY4 ¼ MtCR-XY4. For all devices dis-
cussed below, τ ¼ δ ¼ 35 ns. The circuit is completed
by applying the inverse state preparation unitary followed
by a measurement in the computational basis. Resulting
measurements are used to estimate the fidelity F ðTÞ
between ρð0Þ ¼ jΨihΨj and ρðTÞ resulting from free or
DD evolution.
CR-XY4 substantially improves the fidelity of SPSs. In

Fig. 1(a), a comparison between the protocols is shown for
the IBMQE Lima 5-qubit processor. Estimates of average
fidelity and 95% confidence intervals (CIs) are determined
via bootstrapping [71] from 1000 resamples of data col-
lected from 20 random qubit states in the xy plane, 8000
shots, and four replicates of the experiment run over four
days. The data is fit to the modified exponential decay [42]:
FðtÞ¼c½1−fðtÞ�þF0, where fðtÞ¼1=ð1þkÞ½ke−t=λ×
cosðtγÞþe−t=α�, and c ¼ ðFTmax

− F0Þ=½fðTmaxÞ − 1�. The
model includes short and long decay times λ and α,
respectively, oscillation frequency γ, and dimensionless
weight parameter k. The fidelity at M ¼ 0 and M ¼
Mmax are given by F0 and FTmax

.
A comparison of the short decay times via the ratio

Rλ ¼ λCR-XY4=λXY4 reveals a near factor of 4 improvement
for CR-XY4 over XY4. The abrupt change in Rλ at N ¼ 6
is due to a rapid accumulation in crosstalk for XY4; see the
Supplemental Material [55] for further details. We attribute
hardware variability, and the presence of nonlocal crosstalk
to the fluctuations in λCR-XY4 thereafter.
CR-XY4 considerably enhances the time-average fidel-

ity of MESs. In Fig. 2, N qubits are simultaneously
prepared in K0 entangled states and then subject to M
repetitions of XY4 or CR-XY4. Then, prior to measure-
ment in the computational basis, the inverse state prepa-
ration unitary is applied. Upon applying up to Mmax ¼ 50

repetitions of DD, the time-averaged fidelity F avg ¼
T−1
max

R Tmax
0 ½F ðtÞ=F ð0Þ�dt is calculated via numerical inte-

gration for each DD protocol [72]. Note that F avg captures
long-time behavior, with the normalization accounting for
state preparation errors. F avg is conditioned on the
simultaneous preservation of K ≤ K0 states on physically
adjacent qubits. We consider N ¼ 20 qubits simultane-
ously prepared in K0 ¼ 10 Bell states of the form jΦ�i ¼
1=

ffiffiffi
2

p ðj00i � j11iÞ or jΨ�i ¼ 1=
ffiffiffi
2

p ðj01i � j10iÞ. A
similar procedure is used for the three-qubit W state
jWi ¼ 1=

ffiffiffi
3

p ðj001i þ j010i þ j100iÞ, where K0 ¼ 9
entangled states are prepared on N ¼ 27 qubits. In
Fig. 2, the fidelity ratio RF ¼ FCR-XY4

avg =FXY4
avg is shown

for both state preparations. F avg collected from all qubit
configurations for a given K and initial states, 8000 shots,
and five replicates of the experiments are used to estimate
RF averages and CIs via bootstrapping.
Individual Bell states are invariant under ZZ crosstalk;

however, multiple Bell states prepared physically adjacent
on the quantum device experience ZZ crosstalk across the

common edge. The impact of suppressing edge effects is
observed via the near 2× improvement over XY4 obtained
by CR-XY4. The W state does not possess inherent
robustness and therefore experiences a greater benefit from
CRDD: a 2.5× improvement. Despite the increasing con-
tributions from state preparation, measurement, and gate
error observed at largeN, CR-XY4 achieves a slower decay
in fidelity than XY4; hence, a higher time-averaged fidelity
for both MES preparations considered.
Quantum noise spectroscopy.—In QNS, a controlled

quantum system is used as a dynamical probe to character-
ize the spectral properties of environmental noise. Under the
zero-mean noise assumption, QNS typically involves con-
structing a linear inversion problem via Eq. (8) to determine
Sμδij ðωÞ from carefully engineered filter functions and
estimates of expectation value decay rates. This assumption
is violated in the presence of static crosstalk, where

unwanted contributions from Cð1ÞO ðTÞ result in deviations
from the expected dynamics. As we show below, crosstalk
suppression is key to enabling simultaneous single-qubit
QNS on a collection of qubits.
Using the CSC, we design a CR variant of the fixed total

time pulse sequences (FTTPS) [73,74], i.e., CR-FTTPS to
perform dephasing QNS. Bookended by two Xπ=2 pulses,
FTTPS consist of l=2 distinct sequences, each containing
l gates. In the instantaneous pulse limit, the κth sequence
of “cosine” FTTPS yields the discrete-time control matrix
Rzz
i;κðmÞ ¼ sgnfcosðπκm=lÞg for m ¼ 1;…;l. Sign

changes in the cosine function denote locations of X
gates and I gates otherwise. Simultaneous application of
“cosine” FTTPS (S-FTTPS) on multiple qubits does not
cancel the first cumulant and therefore will be sensitive to

FIG. 2. Ratio of time-averaged fidelities of CR-XY4 and XY4
for the simultaneous protection of K MESs on the 27-qubit
IBMQE Auckland processor. Bell state (light purple circles)
results are collected using 8000 shots, the four Bell states, and
five replicates of the experiment collected over five days. Similar
data is collected for theW state (dark blue squares). Averages and
CIs are determined by bootstrapping, using 1000 resamples of the
data. Results indicate CR-XY4 improves state preservation over
XY4 for both cases.
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crosstalk. CR-FTTPS is attained via an additional “sine”
FTTPS described by Rzz

i;κðmÞ ¼ sgnfsinðπκm=lÞg and
alternating the qubit array with the cosine and sine variants
of FTTPS.
Using the IBMQE Nairobi 7-qubit processor, we inject

narrow band dephasing noise atN distinct frequencies onN
qubits via the Schrödinger wave moving average model
(SchWARMA) approach [74]. Three variants of FTTPS are
considered: S-FTTPS, CR-FTTPS, and Seq-FTTPS, where
FTTPS is applied sequentially to all qubits. In Fig. 3(a), we
examine the qubit-averaged mean-squared error MSEavg ¼
ð2=NlÞPN

i¼1

Pl=2−1
k¼0 ½ΔSest;iðωkÞ − SiðωkÞ�2 for each pro-

tocol over l=2 discrete frequencies ωk ¼ kπ=T. The total
time is T ¼ lτ, where τ is the gate time. The residual
spectrum ΔSest;iðωÞ ¼ Sest;iðωÞ − Ŝest;iðωÞ captures the
injected noise SiðωÞ and crosstalk not present in the
Seq-FTTPS native background spectrum Ŝest;iðωÞ. Five
datasets are collected over five days for l ¼ 128 using
10 SchWARMA trajectories and τ ¼ 35 ns gates.
Bootstrapped spectrum estimates and CIs are determined
from 1000 resamples of the reconstructed spectra.
While all protocols perform similarly for N ¼ 2, we

observe a sudden degradation in S-FTTPS performance
thereafter. We attribute this effect to crosstalk, which leads
to an effective ith-qubit decay rate of Γ̃zz

ii ¼ Γzz
ii þP

N
j¼1 ln j cosðJijTÞj. The vertical shift in the decay rate

ultimately manifests as a raised white noise floor in Szzii ðωÞ

that conceals characteristics of the injected and native
spectra; thus, significantly reducing reconstruction accuracy.
In contrast, CR-FTTPS exhibits reconstruction accuracy

nearly equivalent to Seq-FTTPS. The discrepancy between
the two protocols arises from finite-width pulse effects
during theX gates that result in small violations of the CSC.
This effect manifests as spurious features in the recon-
structions around 4–10 MHz. Figure 3(b) showcases a
demonstration of CR-FTTPS on N ¼ 7 qubits—the largest
known simultaneous single-qubit dephasing QNS demon-
stration to date—where such features can be observed; this
is the largest known simultaneous single-qubit dephasing
QNS demonstration to date. Note that despite the devia-
tions, average estimates (solid lines) and CIs (shaded
regions) agree remarkably well with the injected spectra
(dotted lines).
Conclusions.—Through the lens of quantum control, we

develop a condition for first-order quantum crosstalk
suppression for general single qubit control of multiqubit
systems. The utility of the condition is demonstrated in the
domains of quantum state preservation and noise charac-
terization, where we design crosstalk-robust DD and QNS,
respectively. Through demonstrations on the IBMQE, we
showcase the significance of the condition in each domain
on various processors, simultaneously suppressing cross-
talk on up to 27 qubits. Together, these experiments
highlight the crucial impact our condition can have on
improving the scalability of characterization and control on
current quantum devices.
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