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Fault-tolerant quantum computing based on surface code has emerged as an attractive candidate for
practical large-scale quantum computers to achieve robust noise resistance. To achieve universality,
magic states preparation is a commonly approach for introducing non-Clifford gates. Here, we present a
hardware-efficient and scalable protocol for arbitrary logical state preparation for the rotated surface code,
and further experimentally implement it on the Zuchongzhi 2.1 superconducting quantum processor. An
average of 0.8983 4 0.0002 logical fidelity at different logical states with distance three is achieved, taking

into account both state preparation and measurement errors. In particular, the logical magic states |A%/4),
|H);,and |T); are prepared nondestructively with logical fidelities of 0.8771 =+ 0.0009, 0.9090 =+ 0.0009,
and 0.8890 £ 0.0010, respectively, which are higher than the state distillation protocol threshold, 0.859 (for
H-type magic state) and 0.827 (for T-type magic state). Our work provides a viable and efficient avenue for
generating high-fidelity raw logical magic states, which is essential for realizing non-Clifford logical gates

in the surface code.

DOI: 10.1103/PhysRevLett.131.210603

Introduction.—Practical quantum computers are extre-
mely difficult to engineer and build, as they are easily
crippled by the inevitable noise in realistic quantum
hardware [1,2]. Fault-tolerant quantum computing building
on quantum error correction (QEC) offers a promising path
to quantum computation at scale, by encoding the quantum
information into logical qubits. In the past decades, much
progress has been made to construct QEC schemes and
realize QEC in the specific context of trapped ions [3-6],
superconducting circuits [7-16], photons [17-20], and
nitrogen-vacancy centers [21-23]. The surface code [24-26],
a planar realization of Kitaev’s toric code, is experi-
mentally attractive as it requires only a two-dimensional
lattice of qubits with nearest-neighbour coupling, and has a
high error threshold of about 1%. The quality properties
and great potential of surface code have driven efforts to
scale up experiments from distance two [7-9] to distance
three [10,11] and even distance five [12], until reaching a
practical level.

Working with logical qubits to achieve a specific
computational task introduces additional overhead for
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logical quantum gate operations. The surface code provides
a relatively low-overhead implementation of the logical
Clifford gate. However, a quantum circuit consisting of
only Clifford gates is not computationally universal, nor
does it confer any quantum computational advantage,
since it can be efficiently simulated by classical compu-
ting [27,28]. In order to achieve computational universality,
there must be at least one non-Clifford gate, such as a T
gate. These non-Clifford gates can be implemented through
magic state injection [29-35], but, unfortunately, it takes a
large overhead and a huge number of magic states
[31,32,34,36,37]. Thus, fast and high-fidelity logical magic
state preparation [38—40] is crucial in the implementation
of universal logical quantum gates.

This work aims to explore how to prepare an arbitrary
logical state, especially magic states, quickly and with high
fidelity. Specifically, an arbitrary logical state preparation
protocol is proposed for the rotated surface code, inspired
by some relevant works [38,39]. The protocol does not
require extra ancilla qubits and is almost identical to the
standard surface code protocol, except that the quantum

© 2023 American Physical Society
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FIG. 1. Arbitrary logical state preparation protocol and simulation results. (a) Arbitrary logical state preparation protocol. Top panel:
The surface code is divided into 5 regions, the central data qubit, regions I, II, III, and IV. The logical operators V4 1 and X ; intersect at the
central data qubits. Bottom panel: The circuit of the protocol. All qubits are reset to the |0) state at the beginning of the circuit. Then the
data qubits in the regions I and III are prepared in the |+) state by Hadamard gate, and the central data qubit is prepared in the target state
|y) by rotation gates. One round of surface code cycle is applied afterwards, projecting the data qubits state into the logical state space.
(b)—(e) Simulation results for the | + i), state preparation. (b)—(c) Logical initial error rate as a function of average physical error rate
and surface code distance with no postprocessing (b) and with postselection of only syndrome measurements (c). The blue lines in the
figure indicate the most demanding error threshold, 0.141 (equals to 1-0.859, where 0.859 is the fidelity threshold of the 15-to-1 state
distillation protocol for the H-type magic state), for state distillation protocol. (d)—(e) The ratio of &, to &4, and the retained fraction of
postselection as a function of average physical error rate and surface code distance.

state needs to be prepared to a specific product state
according to the target logical state during the initialization
stage. Theoretical analysis shows good scaling behavior of
the protocol for high-fidelity large-scale logical quantum
state preparation (see analysis in the Supplemental Material
[41]). Furthermore, we experimentally realize the protocol
on the Zuchongzhi 2.1 superconducting quantum system
[45,46] to demonstrate its practical performance on real
quantum devices. An average logical fidelity of 0.8983 +
0.0002 is achieved with postselection using syndrome
measurements for different prepared logical states, even
in the presence of significant readout errors during meas-
urement. Among them, two H-type logical magic states
|A7/4),, |H), and one T-type logical magic state |T), are
obtained with logical fidelities of 0.8771 % 0.0009,
0.9090 £+ 0.0009, and 0.8890 £ 0.0010, respectively.
These are significantly higher than the 15-to-1 magic state
distillation protocol threshold 0.859 (for H-type magic
state) and the 5-to-1 magic state distillation protocol
threshold 0.827 (for T-type magic state) [29]. Here the
threshold indicates the minimum allowable fidelity of the
input raw magic states that can be successfully distilled
to a higher-fidelity magic state through the protocol. The
achieved results suggest that our work represents a key

step towards universal and scalable fault-tolerant quantum
computing, and has the potential to play a crucial role in
some NISQ protocols or algorithms [47-55], such as error
mitigation [56,57].

Arbitrary logical state preparation protocol.—The arbi-
trary logical state preparation protocol is shown in Fig. 1(a).
The basic idea is to initialize the data qubits to a specific
quantum state first, and then apply one round surface code
cycle to project the data qubits into the logical state space.
Assume the target logical state is |w), = a|0), + B|1),,
the detailed steps of our protocol can be described in the
following: (1) Reset all qubits to the |0) state, including
data qubits and ancilla qubits. (2) Divide the rotated surface
code into 5 regions, the central data qubit, regions I, I, 111,
and IV, as shown in the top panel of Fig. 1(a). Prepare the
data qubits in regions I and III in the |+) state and the data
qubit in the center (intersection of logical operators Z; and
X,) in the target state |y) = a|0) + f|1), while the data
qubits of the remaining regions Il and IV stay in the |0)
state. The data qubit state after step 2 is

Wo) =lw) @ |+) & 10), (1)
D,elull ' D;elulv
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where D; €TU Il (D; €ITUIV) is denoted as the data
qubit of region I and III (I and IV). (3) Apply one round of
surface code cycle. After measuring all the ancilla qubits,
the data qubits are then prepared in the desired logical
state |y); .

The protocol is applicable to the surface code with
arbitrary distance d, and its quantum circuit is shown in the
bottom panel of Fig. 1(a). The X stabilizers in regions I and
I and the Z stabilizers in regions II and IV would have the
deterministic measurement values O if no error occurred.
With postselection procedures using these stabilizers, the
logical initial error rate can be effectively reduced.

We further investigate the performance of the protocol
through numerical simulation [see Figs. 1(b)-1(e)]. We
consider circuit-level noise and characterize it with the
depolarizing noise model. In addition, we use the average
physical error rate; i.e., the error rate of all operations,
including single-qubit gate, two-qubit gate, readout, and
thermal excitation, is the same. The target logical state we
choose in simulation is | + i);, and by doing so, the error
detection capabilities of X and Z stabilizers can be tested
simultaneously.

We simulate the logical initial error rate with different
surface code distances and physical error rates. The
simulated circuits contain only one round of surface code
cycle [as shown in Fig. 1(a)], followed by a logical Y
measurement (see details in the Supplemental Material
[41]). The readout error for data qubits was set to zero to
obtain the logical state preparation fidelity without read-
out errors. The results without any postprocessing and
with syndrome measurement postselection are shown in
Figs. 1(b) and 1(c), respectively. The blue line indicates the
threshold for state distillation protocol of the magic state,
the threshold here is chosen to be the most demanding
15-to-1 H-type protocol threshold of 0.141. As we can
see, the logical initialization error rate increases with the
increasing of the surface code distance and the average
physical error rate. It is clear that there is a significant
decrease in the logical error rate by the postselection, and
the blue line is thus moved towards the right, which means
that more relaxed conditions are able to perform the state
distillation procedure. Figure 1(d) shows the ratio of logical
initial error rate before and after postselection, which
represents the suppression ability of the postselection for
errors in the logical state preparation process. It can be
seen that the suppression rate ranges from 1 to 4 times for
different conditions, and the suppression ability becomes
stronger as the code distance grows and the average
physical error rate decreases.

The retained fraction of postselection is shown in
Fig. 1(e). This is an important indicator for the efficiency
of state distillation. The retained fraction increases with
decreasing code spacing and average physical error rate.
When the average error rate is 0.0002, the retained fraction
is acceptable in state distillation even for a code distance-21
(about 56%).

(@)

@ Data qubit

[ ] Z-type ancilla qubit Ry (=m/2)
@ Initialize to |y) @ X-type ancilla qubit Ry(+m/2) |CZgate
Ry (@)Ry (8)

Z basis measurement
Two-qubit gate pattern (e.g. A) Dynamical decoupling
FIG. 2. Layout and circuit implementation. (a) Structure
of distance-three surface code, with 9 data qubits (red dots),
4 Z-type ancilla qubits (green dots), and 4 X-type ancilla qubits
(blue dots). Connecting lines are colored according to their
involvement in two-qubit gate layers as shown in (c). (b) Prepar-
ing 9 data qubits to a specific state, with 4 qubits stay in the |0)
state, 4 qubits initialize to the |+) state and only one qubit
transform to the target |y) state. (c) Circuit for preparing arbitrary
logical state. First initialize 9 data qubits to specific states as
(b) illustrated, then apply one round surface code cycle. Squares
with different tags represent different single-qubit gates. All gates
in one color block are applied simultaneously.

Experimental implementation on a superconducting
quantum processor.—To demonstrate the performance of
the protocol on a real quantum device, we create a distance-
three surface code using 17 out of the 66 qubits on the
Zuchongzhi 2.1 superconducting quantum system. We
present the system performance in the Supplemental
Material [41]. This 17-qubit distance-three surface code
[see Fig. 2(a)] consists of 9 data qubits, 4 X-type ancilla
qubits, and 4 Z-type ancilla qubits. To prepare the logical
state |y), = cos (6/2)|0), + ¢'?sin(6/2)|1),, the data
qubits are initialized in the way shown in Fig. 2(b) to
the product state

W) = [-)1+)10)[0)[w) [0} |0} |+)|+), (2)

where |y) = cos (0/2)|0) + € sin (§/2)|1) can be exper-
imentally realized using the virtual Z gate and standard /2
gate, as

|l//> = Z[p : Xﬂ/Z ’ Zﬂ—9 : Xﬂ/2|0> (3)

The corresponding quantum circuit is shown in Fig. 2(c).
After implementing one round of surface code cycle, the
logical state |y), is prepared. Furthermore, as shown in
Fig. 2(b), in the logical state preparation process, 4
stabilizers X, Z,, Z5, X, are deterministic.

We first prepare different logical states of uniformly
scattered points on the Bloch sphere by varying the
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FIG. 3. Experimental results for preparing different logical
states. (a) Logical state fidelities with postselection in Bloch
sphere. The fidelities of the preparation of different logical states
are represented as a circle, which is divided into multiple annular
sectors, each representing a point on the Bloch sphere, with the
radial direction representing the polar angle # and the tangential
direction representing the azimuthal angle ¢. The obtained
average logical fidelity is 0.8983. (b) Logical measurement
results of X;, Y;, Z; as a function of polar angle 0 or azimuthal
angle ¢. The colored dashed curves are the result of fitting with
trigonometric function. (c) The logical density matrices of the
magic states. Real and imaginary parts are represented separately,

and the transparent wire frames represent the difference from the
ideal density matrix.

parameters of € and ¢. Figure 3(a) shows the logical state
fidelities F; of these prepared logical states after using
postselection to drop the results that have detection events
during the preparation (the raw logical fidelities are shown
in Supplemental Material [41]), where

2
FL = <Tr\/\/pexp 'ptheory : \/pexP) ’ <4)

and p;, is the experimental density matrix reconstructed by
maximume-likelihood estimation after logical X;, Y, Z;
measurements. We note that the measurement results
include both state preparation and measurement (SPAM)
error. We do not employ readout error mitigation strategies

[58] to remove measurement errors because we believe it
provides a more predictive assessment of the actual fidelity
when generating and consuming magic states for a non-
Clifford gate, as consuming the state involves measure-
ment. These fidelities are represented as pie shaped
[Fig. 3(a)], which is divided into multiple annular sectors,
each representing a point on the Bloch sphere, with the
radial direction representing the polar angle 6 and the
tangential direction representing the azimuthal angle ¢.
The obtained average logical fidelity is 0.8983 + 0.0002.
Furthermore, we fixed one parameter in 6 and ¢, measuring
the logical operators X;, ¥,, Z, to obtain expectation
results as a function of the other parameter. As shown in
Fig. 3(b), the experimental points of (X);, (Y),, and (Z),
are consistent with the sine or cosine variation.

Also, we show the quantum state tomography results of
the three logical magic states, including two H-type magic
states A7), = (1/v2)(0), + ¢*|1),) and |H), =
cos(z/8)]0), + sin(z/8)|1),, and one T-type magic state
IT), = cos(B/2)|0), + e*/*sin(B/2)[1);, where S =
arccos(1/ \/5) These two type magic states are the quan-
tum resources for realizing non-Clifford gates A(e="/*)
and A(e~"/%), where

M= (g ) 5)

0 eu‘}

In Fig. 3(c), the real and imaginary parts of the density
matrix are shown separately. The logical fidelities of
these magic states are |[A7/*),: 0.8771 £ 0.0009, |H),:
0.9090 + 0.0009, and |T),: 0.8890 4 0.0010, which
exceed the threshold of the respective state distillation.

To observe the error correction performance of the
surface code for different logical initial states, we repeat-
edly apply the surface code cycles after the logical state
is prepared. Figure 4 shows how the fidelities of the
logical states varies with the number of surface code
cycles with and without error correction. The logical
error rates are derived by fitting the curves with
Fr(k)=1(1+ (1 —2¢.)**) [59]. Figures 4(a) and 4(c)
show the results for the |0); and |+); using the arbitrary
state preparation protocol. The logical error rates per round
of the |0), and |+), are 28.53% and 32.24% without error
correction. After the error correction procedure, the fidel-
ities of the logical state at each cycle is improved and the
logical error rates per round are reduced to 24.77% and
25.65%, respectively. As a comparison, the results using
the standard protocol [26] for the |0), and |+), are shown
in Figs. 4(b) and 4(d), and we can observe that the logical
error rates per round of the two protocols are similar. The
most obvious difference is that in the results obtained by
standard protocol, the fidelities of the logical states at the
first round is significantly improved with error correction.
This is mainly because all the four stabilizers Z,, Z,, Z3, Z4
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FIG. 4. Fidelities of different logical states with error correction. (a) and (b) The fidelities of the logical state |0}, as a function of the
number of surface code cycles with (blue line with square) and without (red line with triangular) error correction, by using arbitrary
logical state preparation protocol (a) and standard protocol (b), respectively. (¢)—(d) Same as (a)—(b) with the logical state |+); .
(e)—(2) Results for preparing the logical states |A”/#), , |H), , and |T), using the arbitrary logical state preparation protocol, respectively.

(X1, X5, X3, X,) are work for the |0), (|+),) in the first
round, while only half of stabilizers, X; and X, (Z, and Z3),
work for the |0); (|+),) in our arbitrary logical state
preparation protocol [as shown in Fig. 2(b)]. These stabi-
lizers are in the edge positions and not near neighbors, so it
is difficult to correct error during logical state preparation.
The most valuable aspect of the arbitrary logical state
preparation protocol is that it can simply prepare arbitrary
logical states, whereas the standard approach requires very
complex operations. Figures 4(e)-4(g) show the results
for the logical magic states |A*/4),, |H),, and |T),. The
achieved results show that the logical error rates per round
for these prepared complex logical states are comparable to
that of the standard logical states.

Conclusion and outlook.—The crucial step for surface
code based fault-tolerant computing, preparing distance-
three logical magic state with fidelity beyond the distil-
lation threshold, is achieved in this work. Our work
provides a highly simple, experimentally friendly, and
scalable way to prepare high-fidelity raw magic states,
which is critical for decreasing the overhead for distillation,
and thus paving the way for practical fault-tolerant quan-
tum computing. The protocol developed is partially fault
tolerant and naturally compatible with the error detection
and repeated error correction, to enhance the logical state
fidelity as well as to lift the logical coherence time. It might
be improved to fully fault tolerant by introducing a flag
qubit mechanism [60,61]. In addition, using some new
approaches may further enhance the fidelity of magic state
preparation and measurement [40,62]. All of these will be
left for our future work.
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