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A phase diagram of gold is proposed in the [0; 1000] GPa and [0; 10 000] K ranges of pressure and
temperature, respectively, topologically modified with respect to previous predictions. Using finite-
temperature ab initio simulations and nonequilibirum thermodynamic integration, both accelerated
by machine learning, we evaluate the Gibbs free energies of three solid phases previously proposed.
At room temperature, the face-centered cubic (fcc) phase is stable up to ∼500 GPa whereas the
body-centered cubic (bcc) phase only appears above 1 TPa. At higher temperature, we do not highlight
any fcc-bcc transition line between 200 and 400 GPa, in agreement with ramp-compressed experiments.
The present results only disclose a bcc domain around 140–235 GPa and 6000–8000 K, consistent with the
triple point recently found in shock experiments. We demonstrate that this re-stabilization of the bcc phase
at high temperature is due to anharmonic effects.
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The emergence of fourth-generation x-ray sources based
on synchrotron radiation or free-electron lasers [1], com-
bined with the continuous development of diamond anvil
cell (DAC) devices [2] and laser facilities, paves the way to
enlarge the description of matter in extreme conditions. For
that purpose, gold is a prototypical material used in nuclear
fusion for the hohlraum [3] and also employed as a pressure
calibration standard for DAC experiments [4–6]. Its face-
centered cubic (fcc) structure is stable in a wide range of
pressure and temperature [7,8], with a well-established
equation of state (EoS) at room temperature from 0 to
131 GPa [9–11], and temperature effects have also been
investigated [12–16]. However, recent compression experi-
ments with double DAC [17,18], toroidal DAC [19], laser-
driven shock [20–22], or quasi-isentropic ramp [23–25]
reach regions of the phase diagram hitherto unexplored at
the theoretical level, making it essential to build a phase
diagram of Au under a wider pT range and to resolve the
discrepancies observed by the experimental and theoretical
results.
Using DAC devices, Dubrovinsky et al. [26] obtained a

fcc phase stable at low pressure, then a hexagonal close
packed (hcp) phase between 240 and 300 GPa on heated
and cooled samples (see Fig. 1). Subsequent room temper-
ature experiments [17–19] did not reveal any hcp or body
centered cubic (bcc) phase up to at least 600 and
∼1000 GPa, respectively. This result is confirmed by recent
in situ diffraction measurements on ramp-compressed Au
samples [23,25] at higher temperature (∼2000 K around
600 GPa). Note that Coppari et al. [25] no longer observe
any phase transition toward a bcc at 377 GPa on ramp

compression, as previously proposed [24]. At very high
temperature (above 4000 K), some laser-driven shock
experiments disclosed a liquid-bcc coexistence between
220 and 302 GPa [22] or a liquid-fcc-bcc triple point
around 220 GPa [21] along Hugoniot.
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FIG. 1. Sketch of the gold phase diagram with the melting curve
(black solid line) of Weck el al. [27] extrapolated from 110 GPa to
1 TPa using their Simon-Glatzel equation, room temperature DAC
data [19] (blue crosses), fcc-hcp transition observed using heated
and cooled samples [26] (red solid line), ramp compression
[23,25] (blue solid line), shock experiments [21,22] (blue and
red filled circles), and the transition lines from the theoretical work
of Smirnov [28] (black dashed and dotted lines).

PHYSICAL REVIEW LETTERS 131, 206101 (2023)

0031-9007=23=131(20)=206101(6) 206101-1 © 2023 American Physical Society

https://orcid.org/0000-0002-8783-490X
https://orcid.org/0000-0003-1238-8682
https://orcid.org/0000-0001-6556-0445
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.131.206101&domain=pdf&date_stamp=2023-11-15
https://doi.org/10.1103/PhysRevLett.131.206101
https://doi.org/10.1103/PhysRevLett.131.206101
https://doi.org/10.1103/PhysRevLett.131.206101
https://doi.org/10.1103/PhysRevLett.131.206101


Early 0 K ab initio studies [7,29,30] of Au predicted a
fcc-hcp phase transition pressure between 151 and
410 GPa, depending on the exchange and correlation
functional used in density functional theory (DFT) simu-
lations, and a bcc phase above 400 GPa [30]. If considering
the double hcp (dhcp) phase in the calculations, a fcc-dhcp
transition was found around 250 GPa [26,31]. More
recently, theoretical works [8,28] investigated the stability
of various stacking sequences of the hexagonal structure,
the fcc (ABC stacking sequence of the closed packed
layers), hcp (AB), dhcp (ABAC), and abcacb (ABCACB)
phases, in conjunction with the bcc phase, and found
diverging results concerning 0 K transition pressures. If
Ishikawa et al. [8] found a fcc-abcacb-dhcp-hcp-bcc phase
order with transition pressures at 390, 540, 830, and
930 GPa, respectively, Smirnov [28] found sharply lower
fcc-hcp and hcp-bcc transition pressures at 225 and
475 GPa, respectively. Above 2000 K, using the quasi-
harmonic (QH) approximation, Smirnov predicts the dis-
appearance of the hcp phase and the emergence of a fcc-bcc
line transition up to the triple point found experimentally,
whereas Liu et al. [31] highlight the permanency of the 0 K
transition sequence.
In this Letter, we use an explicit temperature framework

to predict an ab initio phase diagram for Au based on Gibbs
free energy calculations in a wide pT range. This phase
diagram reproduces the vast majority of experimental
observations. The Gibbs free energies of three crystallo-
graphic phases (fcc, hcp, and bcc) are computed with a high
level of accuracy by performing finite temperature ab initio
simulations and nonequilibrium thermodynamic integra-
tion both accelerated using machine learning, in particular,
in some ranges of pressure and temperature where these
data cannot be deduced from ground state calculations
using the QH approximation. We obtain (i) a fcc-abcacb-
dhcp-hcp phase sequence transition at 0 K in line with some
theoretical results, (ii) no fcc-bcc line transition between
200 and 400 GPa at room and middle temperatures, as
revealed by DAC and quasi-isentropic compressions, and
(iii) a bcc bubble domain at high temperature between 140
and 235 GPa, consistent with the fcc-bcc-liquid triple point
seen in shock experiments.
To determine stability domains of solids and liquid

phases, the Gibbs free energy

Gðp; TÞ ¼ FðV; TÞ þ pV ð1Þ

of each phase has to be computed for a given pressure p,
volume V, and temperature T and compared to each other.
However, the free energy FðV; TÞ is not directly accessible
from molecular dynamics or Monte Carlo simulations in
their standard use. In this work, we employ two methods to
evaluate FðV; TÞ for solid phases as described below.
The first procedure is to split the total free energy in three
terms as

FðV; TÞ ¼ U0ðVÞ þ FelðV; TeÞ þ FvibðV; T iÞ; ð2Þ

with U0ðVÞ the cold curve, Fel and Fvib the electronic and
vibrational free energies, respectively, with electronic Te
and ionic T i temperatures set equal. The total pressure is
then the sum of the 0 K and thermal (electronic, potential,
and kinetic) parts, such as p ¼ p0 þ pel

th þ ppot
th þ pkin

th .
Using first-principles calculations, one can directly com-
pute U0 þ Fel for any volume and (electronic) temperature.
The vibrational contribution Fvib is evaluated using either a
harmonic formulation based on 0 K phonon spectrum from
density functional perturbation theory (DFPT) or anhar-
monic phonon spectrum from finite temperature simula-
tions. For the latter, we use the temperature dependent
effective potential (TDEP) [32–34] method which incor-
porates the explicit effects in an effective way. This
approach has given good results, even for strongly anhar-
monic solids [57–63], but requires ab initio molecular
dynamic (AIMD) simulations for each phase, temperature,
and volume, leading to a computational time cost out of
reach in the present study.
In order to circumvent this issue, we use the machine

learning accelerated canonical sampling (MLACS) pro-
cedure [34,64] which speeds up the sampling of the
equilibrium canonical distribution by training iteratively
a machine learning interatomic potential (MLIP), for a
given solid phase and thermodynamic state. This method
requires a sample of approximately 100 representative
configurations to converge locally optimal MLIP. At each
step of the MLACS procedure, 20 configurations are
computed using ab initio calculations on which the
MLIP is updated. The self-consistent loop is stopped when
the finite temperature phonon frequencies differ within
0.2 meV between two steps. An acceleration of one or two
orders of magnitude is obtained compared to AIMD, while
maintaining an ab initio accuracy over phonon frequencies
and free energies (≤ 1 meV=atom).
The second method employed to compute free energy of

solid phases in this work is the thermodynamic integration
method [65] in a nonequilibrium version [34,66] (NETI) as
recently implemented in LAMMPS [67]. This method has the
advantage to fully take into account anharmonic effects and
to be usable for both solids [67] and liquids [68], unlike
TDEP. However, NETI also requires very long AIMD
trajectories, preventing its use in an extensive way. In this
work, rather than performing NETI between the reference
and ab initio systems directly, we implement a method [69]
proceeding in two steps: we carry out NETI between a
known reference potential and the MLIP, then add the free
energy difference between the MLIP and ab initio distri-
butions as a second-order cumulant obtained with free-
energy perturbation. This contribution is generally low
since the MLIP gives an equilibrium canonical distribution
almost equal to the ab initio one, and is negligible in the
present case. We applied this procedure recently [64] for
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classical systems and demonstrated that this one (i) does
not require any additional ab initio calculations other
than those carried out to build the MLIP (∼100) and
(ii) can be applied with success without loosing precision
(≤ 1 meV=atom). The current work is its first application in
the framework of ab initio simulations. Compared to a
recent and similar approach [69], present MLACSþ NETI
implementation, based on an equilibrium canonical distri-
bution and a locally optimal MLIP, leads to an order of
magnitude better accuracy.
The DFT calculations are performed using the projector

augmented wave (PAW) method [70,71] implemented in
ABINIT [72,73] and the local density approximation (LDA)
for the exchange-correlation functional [74]. The PAW
sphere radius of the atomic data [75] equals to 2.5 Å, with
6s and 5d electrons in the valence which leads to a plane-
wave cutoff energy equal to 15 Ha. Ground state structural
optimizations are performed on the unit cell of the five (fcc,
abcacb, dhcp, hcp, and bcc) crystallographic phases
for pressures between 0 and 1 TPa using a ð24 × 24 × 24Þ
k-point mesh. In this framework, the equilibrium volume,
bulk modulus, and the 0 K equation of state of the fcc phase
agree very well with room temperature experiments
[10,19,34]. The finite temperature ab initio calculations
are performed using MLACS in the NVT canonical
ensemble and are carried out on supercells with 108
(fcc), 128 (bcc), and 128 (hcp) atoms. A ð2 × 2 × 2Þ
k-point mesh is found to be sufficient to achieve con-
vergence on thermal properties with an error lower than
10 GPa on transition pressures [34]. Then, NETI simu-
lations are performed with the local MLIP on larger
supercells with 6912 atoms for fcc and 8192 atoms for
bcc and hcp phases, with a switching time of 500 and 25 ps
equilibration time.
The enthalpy differences (at 0 K) with respect to the fcc

phase (see the top left panel in Fig. 2) highlight a fcc-
abcacb-dhcp-hcp-bcc transition sequence. These results are
consistent with the data of Ishikawa et al. [8] and, to a lesser
extent, with those obtained by Dubrovinsky et al. [26],
which are both produced using a PAW-LDA framework
similar to the present one. On the other hand, at odds with
Söderlind et al. [30] and Smirnov [28], the bcc phase does
not appear before 1 TPa in the present calculations, which
has also been reported by several theoretical studies
[7,8,26,29]. The dhcp and abcacb phases, almost degen-
erated with hcp one and not seen experimentally, will be no
longer considered thereafter. At room temperature (see
Fig. 2), NETI and TDEP free-energy differences agree
perfectly, validating the present MLACSþ NETI strategy.
At higher temperature, when anharmonic effects become
larger, some discrepancies appear and the calculation of
TDEP effective harmonic free energies appears more
limited. At T ¼ 300 K, the hcp phase stabilizes between
500 and 600 GPa, whereas the fcc phase is stable up to
603 GPa in experiments [19]. This slight disagreement

could have two origins. First, various approximations in
present calculations (exchange and correlation functional,
PAW atomic data) can alter the ab initio accuracy and lead
to strong shifts (∼100 GPa) in transition pressures [34].
Second, the energetic proximity of the fcc and hexagonal
phases can induce some metastabilities which would affect
experiments [26] as discussed by Sharma et al. [76] who
highlight the role of stacking fault formation on high
pressure structural transformations in shocked noble met-
als. Nevertheless, the stability domain of the hcp phase
decreases with temperature (see the bottom panels in
Fig. 2), which is consistent with the result predicted by
Smirnov [28] using the QH approximation. The fcc-bcc
transition pressure, being almost unaffected by temper-
ature, leads to an increase of the fcc domain toward higher
pressure at high temperature.
The NETI method having been validated at low temper-

ature (see Fig. 2), we then apply it at higher temperatures
(see Fig. 3 and Ref. [34]) where anharmonic effects are
larger. The hcp domain, which reduces at higher temper-
ature, disappears above 6000 K. The increase of the fcc
domain is consistent with ramp-compressed [23,25] experi-
ments which only see a fcc crystallographic phase at very
high pressure and intermediate temperature. In addition to
the bcc domain standing above 1 TPa, the present calcu-
lations suggest a restabilization of the bcc phase around
140–235 GPa and 6000–8000 K. For several pT points just

FIG. 2. Gibbs free-energy differences (eV=atom) between the
bcc, abcacb, dhcp, hcp, and fcc phases at 0, 300, 1000, and
2000 K. NETI (solid lines) and TDEP (dashed lines). Free
energies are computed independently, which leads to slightly
rough curves. Melted and dynamically unstable points are
removed, whereas the bcc phase at (1000 K, 200 GPa) is at
the verge of a dynamical instability (see Fig. 5).
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above the experimental fcc melting line extrapolated from
110 to 1000 GPa, the Gibbs free energies of the bcc phase
are lower than the fcc ones. This result, in agreement with
the observation of a bcc phase in shock experiments
[21,22], implies that a bcc melting curve would stand
above the fcc one beyond 140 GPa.
This restabilization of the bcc phase at low pressure,

between 140 and 235 GPa, and close to the melting
temperature is remarkable. At low temperature, as demon-
strated by the imaginary frequencies of the phonon spectra

computed with DFPT at 0 K and TDEP at 300 K (see
Fig. 4), the bcc structure is indeed dynamically (and
mechanically [34]) unstable at low pressure and stabilizes
at higher pressure. Consequently, the QH approximation
cannot apply to evaluate the thermodynamic stability of the
bcc phase at low pressure [34].
In Fig. 5 we present the phonon spectrum of the bcc

phase computed using TDEP between 300 and 10 000 K
along the V ¼ 77.69 Bohr3=at isochore (around 200 GPa).
We can notice two explicit temperature effects, which
would not occur in QH approximation since all phonon
spectra would be equal all along the isochore. First, the soft
modes around Γ disappear with temperature, leading to a
dynamical stabilization of the bcc phase at high temper-
ature. Second, the decreasing of the bcc phonon spectrum
(which does not arise for the fcc one [34]) provides a
significant anharmonic contribution to the Gibbs free
energy (∼ − 100 meV=atom at 8000 K) and a thermody-
namic stabilization of the bcc phase at high temperature.
These two explicit temperature effects are responsible for
the emergence of a bcc phase at high temperature, as also
shown for other materials [32,58,62,69,77,78] (Ti, Zr, Hf,
U...). However, to our knowledge, it is the first time that a
bcc bubble domain arises at low pressure, disconnected
from a high pressure bcc domain, without any transition
line from low to high temperature.
In this work, we have investigated the equilibrium phase

diagram of gold up to 1000 GPa and 10 000 K by means of
MLACS and NETI simulations, both accelerated by
machine learning. A phase sequence transition (fcc-
abcacb-dhcp-hcp-bcc) is obtained at 0 K. At room

FIG. 3. Au phase diagram obtained using MLACS simulations
and Gibbs free-energy NETI calculations. Several experimental
results [19,21,25–27] (see Fig. 1) are also plotted.

FIG. 4. Phonon spectrum of bcc-Au at 0, 100, 200, and
300 GPa computed with MLACS-TDEP at 300 K (solid lines)
and with DFPT at 0 K (dashed lines).

FIG. 5. Phonon spectrum of bcc-Au between 300 and 10 000 K
along the V ¼ 77.69 Bohr3=at isochore (corresponding to
p0 ¼ 200 GPa) computed using MLACS-TDEP.
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temperature, the fcc phase transits toward the hcp one
between 500 and 600 GPa. This results disagrees with
experiments for which the fcc phase is stable up to
603 GPa. At intermediate temperature, we obtain a large
fcc stability domain, from 0 to 600–800 GPa, consistent
with the experimental observations made by isentropic
compression [23,25]. Around 140–235 GPa and 6000–
8000 K, we unveil the presence of a bcc small domain, also
reported in shock experiments [21,22]. We demonstrate that
this unexpected stabilization of the bcc phase with respect
to other solid phases comes from anharmonic effects. We
believe these NETI simulations accelerated by machine
learning will be useful, not only to compute solid-solid
transitions but also to determine solid-liquid transitions.

The authors thank Agnès Dewaele for fruitful discus-
sions about the phase diagram of gold and experiments, and
Gunnar Weck, Alexis Forestier and Paul Loubeyre for their
helpful suggestions and comments.
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