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Isolated many-body systems far from equilibrium may exhibit scaling dynamics with universal
exponents indicating the proximity of the time evolution to a nonthermal fixed point. We find universal
dynamics connected with the occurrence of extreme wave excitations in the mutually coupled magnetic
components of a spinor gas which propagate in an effectively random potential. The frequency of these
rogue waves is affected by the time-varying spatial correlation length of the potential, giving rise to an
additional exponent δc ≃ 1=3 for temporal scaling, which is different from the exponent βV ≃ 1=4
characterizing the scaling of the correlation length lV ∼ tβV in time. As a result of the caustics, i.e., focusing
events, real-time instanton defects appear in the Larmor phase of the spin-1 system as vortices in space and
time. The temporal correlations governing the instanton occurrence frequency scale as tδI . This suggests
that the universality class of a nonthermal fixed point could be characterized by different, mutually related
exponents defining the evolution in time and space, respectively. Our results have a strong relevance for
understanding pattern coarsening from first principles and potential implications for dynamics ranging
from the early Universe to geophysical dynamics and microphysics.
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Introduction.—The study of quantum dynamics far from
equilibrium has been of particular interest in recent years.
The time evolution of a system on its way to equilibrium is
a rich play field upon which one can examine various
dynamical characteristics, including, e.g., prethermaliza-
tion [1,2], wave turbulence [3,4], superfluid turbulence
[5,6], and self-similar spatiotemporal scaling dynamics
at a nonthermal fixed point [7–11]. During recent years,
studies of such phenomena have intensified, in experi-
ment [12–26] and theory [27–60], many of them in the field
of cold gases.
The concept of nonthermal fixed points aims at general-

izing upon the description and classification of critical
physics in and near equilibrium [61–64] to quenched
systems far from equilibrium. The approach of the system
to a nonthermal fixed point is reflected by the self-
similar spatiotemporal scaling of the order-parameter cor-
relations [9–11]. For example, in coarsening and phase
ordering kinetics [65–67], the emergence of scaling evo-
lution is, generically, associated with nonlinear and topo-
logical excitations emerging in a system during its ordering
evolution. The dynamics of such excitations gives rise to a
characteristic length scale in the system, which then
typically changes in time according to a power law,
lΛðtÞ ∼ tβΛ , with a universal scaling exponent βΛ.
Caustics, the phenomenon of dynamical wave focusing

in random media [68–72], may lead to the formation of
wave events of extreme amplitude known as (linear) rogue
or freak waves [73]. When propagating in a random
medium, the flow of waves branches [73–77], resulting

in the repetitive occurrence of new rogue waves.
Theoretical investigations of this phenomenon connect
spatial and temporal scales, making it an appropriate
framework for investigating spatiotemporal scaling
phenomena also in nonlinear media [77–81] in which
rogue waves are known to occur as specific nonlinear
solutions [82,83]. This framework is of great significance
in, e.g., the formation of tsunamis in the ocean and structure
formation in the early Universe.
Main result.—Weconsider a one-dimensional spin-1Bose

gas, in which the interactions give rise to a variety of non-
linear and topological excitations. We study the spatiotem-
poral pattern of excitations of the Bose fields ΨmF

¼
jΨmF

j expðiφmF
Þ of the mF ¼ 0;�1 magnetic components

in the F ¼ 1 hyperfine manifold, after a sudden quench from
the polar into the easy-plane phase [84]. Rogue-wave textures
are observed to occur as the result of caustics [73–77] of
phase excitations, which effectively propagate in a dis-
ordered medium with time-varying correlations formed
by the respective other components. We find the mean
time tc between caustics to grow in time, tc ∼ tδc , with
δc ¼ 0.332ð3Þ, which is distinctly different from the coars-
ening of the infrared (IR) length scale of the system, which
scales with βΛ ≃ 1=4 as a result of the nonlinear interactions,
cf. [50]. This leads to the scaling of the correlation length
lVðtÞ ∼ tβV of the effectively random potentialVðx; tÞ giving
rise to the caustics. Analyzing the generation of caustics in a
dynamically coarsening random potential, we predict the
exponents to be related by δc ¼ 4βV=3.
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At the focal point of a caustic, a strong phase kink
occurs, which can drive the Larmor phase φL ¼ φ1 − φ−1
into the next Riemann sheet, causing a winding-number
jump and with this a real-time instanton event. These
topological defects are robust, allowing us to differentiate
them from the background, making them a reliable probe
for the dynamics of the system. We identify these topo-
logical defects in the Larmor phase, which take on the form
of space-time vortices. The characteristic frequency
with which such events occur is found to decay with a
power law in time, Γ ∼ t−δI , with δI ¼ 0.34ð1Þ, corrobo-
rating the temporal behavior of caustics. The spatial
probability distribution function (PDF) of the correspond-
ing kinks decays exponentially with the distance between
them, with the mean distance increasing as hriðtÞ ∼ tβI ,
with the exponent βI ¼ 0.26ð1Þ, which is consistent with
the length-scale coarsening exponent βΛ of the order
parameter.
The one-dimensional spin-1 Bose gas is described by the

Hamiltonian

H¼
Z

dx

�
Ψ†

�
−

1

2M
∂
2

∂x2
þqf2z

�
Ψþc0

2
n2þc1

2
jFj2

�
; ð1Þ

whereΨ ¼ ðΨ1;Ψ0;Ψ−1ÞT is the three-component bosonic
spinor field and M is the atomic mass. Density-density
interactions are described by the term c0n2, where
n ¼ Ψ† ·Ψ is the total density. Spin changing collisions
are contained in the term c1jFj2, with F ¼ Ψ†fΨ and
f ¼ ðfx; fy; fzÞ are the generators of the soð3Þ Lie algebra

in the three-dimensional fundamental representation,
cf. Sec. S1C in the Supplemental Material [85],
Eq. (S4). q determines the quadratic Zeeman field strength,
which causes an effective shift in the energies of the
mF ¼ �1 components relative to the mF ¼ 0 component.
The linear Zeeman effect is transformed away by consid-
ering a rotating frame of reference, i.e., absorbed into the
time evolution of the fields.
Simulations of the dynamics after a quench.—We con-

sider quenches from the polar (c1 < 0, q > 2njc1j) to the
easy-plane phase (c1 < 0, 0 < q < 2njc1j), where we
expect the spin degrees of freedom to be dominantly
oriented in the Fx-Fy plane, see [85], Sec. S1B for details.
We prepare the condensate in the mean-field polar phase,
which is characterized by a full macroscopic occupation of
the mF ¼ 0 component ψ0ðxÞ=

ffiffiffi
n

p ¼ hΨ0i=
ffiffiffi
n

p ¼ 1, while
the mF ¼ �1 magnetic levels are empty. The simulations
are performed in an experimentally realistic parameter
regime for 87Rb, i.e., jc1j ≪ c0. We add noise to the
Bogoliubov modes of the initial state and quench the
quadratic Zeeman shift through the second-order phase
transition to a final value of qf ¼ 0.9njc1j. We propagate
this state by means of Truncated-Wigner simulations with
periodic boundary conditions, see [85], Sec. S1C for more
details. Following the quench, instabilities lead to a fast
buildup of strong excitations in the relative phases between
the different magnetic components, which reflect spatial
redistributions of bosons under the interaction-induced
constraint of a nearly constant total density n, i.e., due
to jc1j ≪ c0 [50].

FIG. 1. Characteristics of caustics in the system after a quench. Units are set by the spin healing length ξs ¼ ð2Mnjc1jÞ−1=2 and its
corresponding spin-changing collision time ts ¼ 2π=ðnjc1jÞ. (a) Excerpt of the space-time evolution of phase defects in the system. The
phase gradients v1 ¼ ∂xφ1 (purple to green) and v−1 (red to blue) show the formation of rogue-wave-like excitations in the condensate
which focus on a singular point marked by the cross. (b) The scintillation index SvðtÞ, Eq. (2), around a rogue wave at t ¼ 0. The blue
solid line shows the scintillation profile averaged over ∼103 (not normalized) rogue waves. The dashed line depicts SvðtÞ for the single
truncated Wigner run in (a). (c) PDF of the local Larmor velocity vL ¼ ∂xφL ¼ ∂xðφ1 − φ−1Þ for different times. The PDF takes the form
of a Rayleigh exponential distribution (gray dashed line fit) with a heavy tail. The extreme events are characterized as those with an
amplitude larger than 2vc, where vc is the scale velocity, representing the mean of the upper tertile of events. The inset shows that
vL > 2vc at the focusing time t ¼ 0. (d) The probability of finding an extreme event as a function of time. A power law decay t−δc, with
δc ¼ 0.332ð3Þ is found. The inset shows the deviation of the fit from the data divided by the data point error.
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Caustics.—The highly excited system in its postquench
time evolution is observed to generate focusing of the
magnetic excitations into momentaneous rogue waves in
the mF ¼ 0 density, giving rise to density dips in the mF ¼
�1 modes, and thus to rogue-wave-like peaks in the
velocity fields vmF

∼ ∂xφmF
in Fig. 1(a) (cf. Fig. S2

in [85]). These roguewaves can be characterized as caustics
[73–77], which are signaled by the scintillation index

SvðtÞ ¼
hjvLj2ix
hjvLji2x

− 1 ð2Þ

as rare extreme events in the velocity fields, where h� � �ix
denotes the spatial average and vL ¼ ∂xφL ¼ v1 − v−1. At
times where the system shows strong phase kinks, we
expect a strong sudden rise in the scintillation index [see
Fig. 1(b)].
To study the coarsening dynamics of caustics, we

investigate the probability distribution function (PDF) of
velocities associated with caustics, which is known to be
long tailed [90–93], as is confirmed by our simulations, see
Fig. 1(c). The PDF of velocities follows a heavy-tailed
Rayleigh exponential form (cf. Fig. S3 in [85]), implying
that the dynamics are driven by coherent wave packets [76].
One obtains a scale velocity of significant waves, vc, as the
mean of the upper tertile of the PDF. The criterion for rogue
waves is then chosen to include those with an amplitude
vL > 2vc [92]. Figure 1(d) shows that the probability of

such rare events to occur decays with a power law,
PðvL; tjvL > 2vcÞ ∼ t−δc , with δc ¼ 0.332ð3Þ.
The underlying timescale of caustic focusing and appear-

ance of rogue or freak wave excitations can be described in
the framework of a stochastic nonlinear Schrödinger
equation (NLSE) [79–81]. To investigate the temporal
behavior of extreme events in our system, we consider
the equations of motion for Ψ,

i∂tΨ ¼
�
−

∂
2
x

2M
þ qf2z þ c0nþ c1F · f

�
Ψ: ð3Þ

Because of the strong density-density interactions and the
disordered behavior of the spin-changing term, the last term
of Eq. (3) can be considered as a fluctuating weak random
potential Vðx; tÞ≡ c1Fðx; tÞ · f added to a NLSE. Our
numerical simulations show that hVi ¼ 0, since, in the
mean over many realizations, the SO(2) symmetry is
restored in the easy plane, and hFzi ¼ 0. Yet, we obtain
exponential correlations in the diagonal elements
hTr½Vðx; tÞVð0; 0Þ�i ¼ V2

0 exp½−x=lVðtÞ�, with strength
V0 and a correlation length scale lV , whereas the
off-diagonal elements of the correlation vanish, see [85],
Sec. S2B for details.
For a propagation in random media, the time needed for

the waves to focus, i.e., the mean time to caustics tc,
depends only on the correlation length lV of the random
medium and on the strength V0 of the fluctuations [73–77].
In contrast to the standard case studied in the context of

FIG. 2. Structures and defects in the time evolution of the Larmor phase after a quench (units chosen as in Fig. 1). (a) Time evolution of
the winding number Qw for the run shown in panel (b). (b) Space-time evolution of the Larmor phase of the transversal spin F⊥ ¼
jF⊥j exp½iφL� across the entire system in a single truncated-Wigner (TW) run, with the spin speed of sound cs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
njc1j=2M

p
(dashed

line). In the strongly fluctuating system, vortex structures in space and time are observed, as the phase wraps around one point [cf. zoom
in panel (c)]. Instantons (orange) and anti-instantons (black), each cause an integer jump in the winding number QwðtÞ. (c) Structure of
the real-time instanton. In the upper panel, the averaged jF⊥j profile of a defect located at x0 at time t0 is depicted. The lower panel
shows the vortexlike nature of the defect in more detail, around which the Larmor phase winds by 2π. (d) The lower panel shows the
corresponding intersection of two rogue waves in v�1 at the position of the instanton, recall Fig. 1(a). The upper panel exhibits the
temporal evolution (bright to dark pink) of the F⊥ field configuration in spin space, within the window shown in the lower panels. The
outer circle represents a histogram (black to bright red color code) of spin orientations in the Fx-Fy plane averaged over 100 TW runs.
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caustics, the intricate nonlinear interactions between the
components of the condensate cause the correlation length
to dynamically scale in time. Our numerical simulations
confirm the scaling of the correlation length of the noise
term in Eq. (3) as lVðtÞ ∼ tβV , with βV ¼ 0.252ð3Þ, cf. [85],
S2A and S2B. Generalizing the arguments used in [74]
to Bogoliubov modes, one finds the mean time to caustics
to scale as tc ∼ l4=3

V , for details see [85], S2B. Thus, a
temporally growing correlation length lVðtÞ ∼ tβV , with
βV ≃ 1=4, implies that the mean time to caustics scales in
time as tc ∼ tδc , with δc ¼ 4βV=3 ≃ 1=3.
The observed power-law coarsening indicates a close

connection with the spatiotemporal scaling of the structure
factor SF⊥ðt; pÞ ¼ hF⊥ðt; pÞ†F⊥ðt; pÞi of the transverse
spin F⊥ ≡ Fx þ iFy ¼ jF⊥j exp½iφL� as found in [50]
(cf. [85], Sec. S2A),

SF⊥ðt; pÞ ¼ ðt=trefÞαfsð½t=tref �βpÞ: ð4Þ

Here fs is a universal scaling function, which depends only
on the momentum p, tref is a reference time within the
scaling interval, and the scaling exponents α ¼ 0.27ð6Þ and
β ¼ 0.25ð4Þ are, within errors, related by α ¼ dβ, d ¼ 1,
ensuring the momentum integral over SF⊥ðt; pÞ to be
conserved. The scaling is a manifestation of the coarsening
of an infrared correlation scale, growing as lΛ ∼ tβΛ , which
in turn gives rise to the algebraic increase of the noise
correlation length scale lV with the same exponent,
βV ≃ βΛ, as is confirmed within errors by our simulations.

Real-time instantons in the Larmor phase.—In the
emerging postquench dynamics, the confluence of rogue-
wave excitations in the velocity fields v�1 manifests itself
as an interplay of strong phase kinks in Ψ�1. Analyzing the
propagation of the velocity fields over many realizations
reveals that the encounter of two focused waves with
opposite signs, each in a different component [Fig. 1(a)],
results in an overall phase jump in the Larmor phase,
forcing φL into the next Riemann sheet. As a result, the
Larmor phase changes its overall winding number across
the system [Figs. 2(a) and 2(b)], an event which we refer
to as a real-time instanton. Instantons are of strong
relevance in fundamental studies of quantum field theory
and matter [94,95], as well as various applications, includ-
ing false vacuum decay [96–98]. Phenomena closely
related to the real-time instantons we study here include
coherence vortices [99] and phase slips [100–104].
As can be seen in the lower panel of Fig. 2(c), a vortex-

type defect occurs in the Larmor phase, at a time t ≃ 132ts
and position x ≃ 271ξs, at the intersection of phase kinks,
where a strong rogue-wave excitation occurs. In Fig. 2(d)
(upper), the instanton defect is seen to result from the field
configuration crossing in time the center of the transversal
spin plane, causing a local spin length reduction. As a
result, the phase wraps into the next Riemann sheet, giving
rise to a change of the overall winding number of the
Larmor phase,

Qw ¼ 1

2π

Z
L

0

dx∂xφL ∈Z; ð5Þ

FIG. 3. Statistics of the instantons after a quench. (a) Short-time Fourier transform (STFT) of the winding number QwðtÞ (main panel,
color scale), exhibiting a Gaussian fall-off for small frequencies (up to the gray dashed line in the right inset) STFT½Qw�ðtÞ ∼
expf−ω2=½2Γ2ðtÞ�g (right inset), with width decreasing as ΓðtÞ ∼ t−δI , δI ¼ 0.34ð1Þ (left inset and red line in main panel), confirming
power-law coarsening dynamics of the governing timescale ofQw. The lower panel shows the time evolution of the winding numberQw
for a single realization. (b) The PDF of spatial defect separation is found to fall off exponentially, Pðr; tÞ ∼ AðtÞ exp½−r=ζðtÞ�, with mean
distance hriðtÞ ∼ tβI , increasing from early times (yellow) to later times (black), exhibiting power-law coarsening with exponent
βI ¼ 0.26ð1Þ (lower inset). The upper inset shows the chosen threshold of the current J ðx; tÞ ¼ j∂xφLj · ðhjF⊥jix − jF⊥jÞ for defect
detection which corresponds to the top decile of amplitude. The lower panel shows the difference of the data to the fit function divided
by the standard deviation of each data point.
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where L is the system’s length. With the help of a plaquette
algorithm correlating jumps in the Larmor phase and dips
in the spin length, we localize the instantons in space
and time.
During the evolution of the system following the quench,

the density of (anti-)instantons decreases, and the proba-
bility of the system producing a topological defect reduces
as it attempts to settle to a state with constant winding
number, see the lower panel of Fig. 3(a). The robustness of
these topological defects enables us to distinguish them
from the background. To extract the instanton probability
decay, we perform a short-time Fourier transform (STFT)
of QwðtÞ over time windows of width ΔtSTFT ¼ 70ts. The
resulting STFT½Qw�ðt;ωÞ is shown in Fig. 3(a). At each
time, the winding number jump frequencies display an
approximate Gaussian fall-off expf−ω2=½2Γ2ðtÞ�g, with
scale Γ which is extracted via a least-squares fit and found
to decrease in time as ΓðtÞ ∼ t−δI , with δI ¼ 0.34ð1Þ [insets
of Fig. 3(a)]. This confirms the scaling of the mean time to
caustics within the error bounds.
To investigate the underlying spatial coarsening of the

system, we recall the vortex structures shown in Fig. 2
giving rise to a length scale in φL. In Fig. 3(b), we depict the
distribution spatial instanton separation in the system. The
resulting PDF exhibits an exponential fall-off Pðr; tÞ ∼
AðtÞ exp½−r=ζðtÞ� with the mean separation increasing as
hriðtÞ ¼ R

dr rPðr; tÞ ∼ tβI with exponent βI ¼ 0.26ð1Þ,
cf. the lower inset of Fig. 3(b), corroborating the results
obtained in [50]. Hence, within the error bounds, the
relation δc ¼ 4βV=3 holds in the spatiotemporal scaling
of the real-time instantons, which introduce a scale into the
order parameter F⊥.
Conclusions.—Quenching a one-dimensional spin-1

Bose gas into the easy-plane phase leads to rich dynamics
in the Fx-Fy plane reflected in the fluctuations of the
Larmor phase φL. Rare extreme rogue waves emerge from
the disordered dynamics, which act as an effective random
potential with a time varying correlation length lVðtÞ on the
different components of the spinor gas. The timescale set
by these events is found to scale as tc ∼ t4βV=3 ∼ t1=3, which
corroborates the coarsening dynamics of the spin correla-
tions. The focusing events give rise to real-time instantons,
i.e., vortex structures in space and time in the Larmor
phase, which in turn introduce the coarsening length scale
found in the power spectrum of F⊥. These defects
occur with algebraically decaying probability in time,
reflecting, once more, a temporally coarsening timescale
Γ ∼ t−1c ∼ t−1=3. Our results open a perspective on studying
caustics [68–72] leading to rogue waves [73–77] in
multicomponent Bose condensates. Two exponents
β≡ βV ≃ βΛ ≃ βI and δ≡ δc ≃ δI emerge, reflecting a
different algebraic growth in time, of the length scale
and timescale, respectively, which are connected by
δ ¼ 4β=3. The type of nonthermal fixed point observed

in the multicomponent field model could bear interesting
consequences for universal dynamics in the context of other
systems, ranging from structure formation in the Universe
to nonlinear hydrodynamics and microscopic physics.
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