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6Dipartimento di Fisica “M. Merlin,” Università degli Studi di Bari “A. Moro,” 70125 Bari, Italy

7INFN, Sezione di Bari, 70125 Bari, Italy
8Institute for Nuclear Research (ATOMKI), P.O. Box 51, H-4001 Debrecen, Hungary

9SUPA, School of Physics and Astronomy, University of Edinburgh, EH9 3FD Edinburgh, United Kingdom
10INFN, Sezione di Napoli, 80125 Naples, Italy

11Laboratori Nazionali di Legnaro, 35020 Legnaro, Italy
12INFN, Sezione di Torino, 10125 Torino, Italy
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15Università degli Studi di Genova, 16146 Genova, Italy
16INFN, Sezione di Genova, 16146 Genova, Italy
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The 12C=13C ratio is a significant indicator of nucleosynthesis and mixing processes during hydrogen
burning in stars. Its value mainly depends on the relative rates of the 12Cðp; γÞ13N and 13Cðp; γÞ14N
reactions. Both reactions have been studied at the Laboratory for Underground Nuclear Astrophysics
(LUNA) in Italy down to the lowest energies to date (Ec:m: ¼ 60 keV) reaching for the first time the high
energy tail of hydrogen burning in the shell of giant stars. Our cross sections, obtained with both prompt
γ-ray detection and activation measurements, are the most precise to date with overall systematic
uncertainties of 7%–8%. Compared with most of the literature, our results are systematically lower, by 25%
for the 12Cðp; γÞ13N reaction and by 30% for 13Cðp; γÞ14N. We provide the most precise value up to now of
3.6� 0.4 in the 20–140 MK range for the lowest possible 12C=13C ratio that can be produced during H
burning in giant stars.

DOI: 10.1103/PhysRevLett.131.162701

Absorption lines in stellar spectra are commonly used to
infer the atmospheric composition of a star. However, lines
emitted by different isotopes of the same element can only
be resolved for a limited number of cases. Among them, the

carbon isotopic ratio 12C=13C provides important insights
about internal nucleosynthesis and its coupling with
various mixing processes, such as those induced by
thermal convection, rotational instabilities, thermohaline
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circulation, magnetic buoyancy, and turbulence due to the
propagation of gravity waves [1–9]. Furthermore, the
12C=13C ratio can be directly and precisely measured in
silicon carbide (SiC) grains that originated in giant stars and
are recovered from meteorites [10]. In the solar system,
12C=13C ¼ 89 [11], while in nearby molecular clouds an
average 12C=13C ≃ 68 has been reported [12,13]. This lower
ratio likely reflects the chemical evolution of the interstellar
medium that occurred since the formation of the solar
system 4.6 Gyr ago [13]. The possible 13C producers that
contribute to lowering the isotopic ratio include massive
stars, Asymptotic Giant Branch (AGB) stars and classical
novae. Measurements of 12C=13C in the interstellar medium
located at different galactocentric distances [13] confirm
that this ratio is a tracer of the chemical evolution: it is
lower toward the galactic center, where the stellar density is
higher and the chemical evolution faster, and higher away
from the center where the stellar density is lower.
The carbon isotopic ratio in the atmospheres of evolved

stars shows variations during their evolution that are the
consequence of the combined action of internal nucleosyn-
thesis and deep mixing processes. When a star, after the
centralH exhaustion, leaves themain sequence and becomes
a red giant (RGB), a convective instability arises that starts
from the surface and penetrates inwards, down into the
region whose composition has been previously modified by
H burning. As a result, 13C (but also 4He and 14N) is
enhanced, while 12C is depleted and the atmospheric ratio
is predicted to drop down to 25� 5 (depending on the stellar
initial composition and mass) [14,15]. This theoretical
expectation is in good agreement with the abundances
derived from optical and near infrared spectra, except for
the brightest red giants with relatively low mass
(M < 2.5M⊙) that show a substantially lower isotopic ratio,
i.e., 6 < 12C=13C < 12 [16–18]. This may be due to the
operation of an additional, nonconvective, mixing process
whose nature is currently under debate [19]. In principle
there are several processes that may produce an extra mixing
below the inner boundary of the convective envelope of
RGB stars, among which, gravity waves, magnetic buoy-
ancy, and thermohaline circulation. Potential evidence for
the occurrence of extra-mixing processes also exists for
AGB and main-sequence massive stars [20]. However, a
fruitful exploitation of the carbon isotopic ratio as a probe of
extra mixing requires a reliable evaluation of the stellar rates
of both 12Cðp; γÞ13N (Q ¼ 1.944 MeV) and 13Cðp; γÞ14N
(Q ¼ 7.551 MeV) reactions.
In addition, the 12Cðp; γÞ13N reaction is one of the main

sources of the solar CNO neutrino flux, recently observed
in the Borexino experiment [21], through the βþ decay of
13N. The 12Cðp; γÞ rate controls the onset of the CNO cycle,
before it reaches equilibrium, and hence the radial profile of
13N neutrino emission [22]. The reported uncertainty of the
newest reaction rate, i.e., NACRE2 compilation [23], is of
the order of 30% in the temperature region of interest below

0.02 GK, whereas a value of 5% is needed to constrain
the solar neutrino fluxes [24]. We note that the older
NACRE [25] compilation, widely used for astrophysical
models, reports an uncertainty of the order of 10%, despite
being based on the same experimental data as NACRE2.
At astrophysical energies, below 120 keV in the center of

mass frame, the 12Cðp; γÞ13N and 13Cðp; γÞ14N are influ-
enced by the low-energy tail of broad resonances, at Ec:m: ≃
421 keV and 517 keV in the 12Cðp; γÞ13N and 13Cðp; γÞ14N
reactions, respectively. The 12Cðp; γÞ13N reaction cross
section was measured by both prompt γ-ray detection
([26–29]) and by the activation technique ([30–32]), i.e.,
by detecting the decay radiation following the βþ decay of
13N (t1=2 ¼ ð9.965� 0.004Þ min [33]). An important dis-
crepancy exists in the measured resonance energy between
the two comprehensive studies by Vogl [26] and Rolfs and
Azuma [27], the most recent of which dates back to 1974. In
addition, at the lowest energies the large statistical uncer-
tainties (≥ 10%) and data points scattering by 30% [28,30]
hinder a precise evaluation of the reaction rate.
The 13Cðp; γÞ14N reaction proceeds through radiative

capture to five excited states in 14N and to its ground state.
While several experiments were performed to measure the
direct capture transition to the ground state [26,34–37],
only the study by King et al. [38] reports the cross section
for all transitions. Although their cross section data extend
down to 100 keV, data points scatter by 20%, and show
statistical uncertainties of the order of 10%. Thus a precise
evaluation of the reaction rate at astrophysical energies
remains challenging.
Aiming to reconcile these discrepancies, we have per-

formed an in-depth study of both reactions using the
prompt γ-ray detection and, for the 12Cðp; γÞ13N reaction,
also the activation technique.
The experiment was performed at the Laboratory for

Underground Nuclear Astrophysics (LUNA) located in the
Gran Sasso National Laboratory. The underground envi-
ronment offers a remarkable sensitivity thanks to the
background reduction afforded by 1400 m of rock
shielding [39]. The 400 kV LUNA accelerator provided
a proton beam (up to 400 μA) in the energy range
Ec:m: ¼ 60–370 keV. Three different types of targets were
used: 4 mm thick natC disks, and natC and 99% enriched 13C
powders evaporated onto chemically cleaned Ta backings,
which were produced and characterized at ATOMKI [40].
Their thickness was found to be 8–15 keV at the proton
beam energy of 380 keV. The thick natC target was mainly
used for the activation technique, but also served as a cross-
check of data obtained with the evaporated targets. During
beam bombardment, the target was cooled with deionized
water. The entire target chamber was isolated and acted as a
Faraday cup. A Cu pipe, extending to a few mm from the
target, was cooled with LN2 to act as a cold trap and was
maintained at a potential of −300 V to suppress secondary
electrons produced when the beam hits the target.
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For both reaction studies, two complementary detection
systems were used. The first involved the use of a 120%
HPGe detector at an angle of 0° to the beam axis and at a
distance of ≈1.4 cm from the target. The second detection
system involved the use of a 4π bismuth germanium oxide
(BGO) detector segmented into six crystals of equal shape
and size [41]. Given the much higher efficiency of the BGO
detector compared with the HPGe detector, the second
setup allowed us to push measurements to the lowest
accessible energies (Ec:m: ¼ 60 keV). A 15 cm (10 cm)
thick lead castle was built around the target holder and the
HPGe (BGO) detector in order to further reduce the
environmental background at Eγ < 3 MeV [42]. Two
different data acquisition (DAQ) systems were used: an
analog chain with standard electronic modules to process
the signal from the HPGe detector, and a CAEN V1724
digitizer to acquire energies and timestamps from the BGO
crystals and to allow for coincidence summing of events
from its segments. A pulser signal was also routed through
the electronics of each DAQ to measure the dead time.
The efficiency calibration curve of HPGe was obtained

with a multiparametric minimization procedure [43]
using data obtained with standard calibration sources
and well-known resonances in the 14Nðp; γÞ15O [44] and
27Alðp; γÞ28Si [45] reactions, so as to extend the efficiency
curve up to Eγ ¼ 8 MeV. Calibration data were acquired at
four different target-detector distances to properly account
for possible summing effects [46] in the prompt-γ mea-
surements. The photo-peak detection efficiency at 2 MeV
and 8 MeV was found to be ð2.76� 0.06Þ% and
ð0.83� 0.02Þ%, respectively.
For the BGO setup, detection efficiencies were obtained

from GEANT4 simulations validated with calibration sources
and resonance measurements in the 27Alðp; γÞ28Si and
14Nðp; γÞ15O reactions. For the 13Cðp; γÞ14N, we simulated
all the different γ-ray cascades by using the observed decay
branching ratios and obtained an efficiency of ð37� 1Þ% for
the coincident detection of all the transitions that led to the
ground state. For the 12Cðp; γÞ13N we simulated the radio-
active decay of 13N, leading to an efficiency of ð22.8�
0.8Þ% for the 511 keV coincidences. The latter was
validated with the use of the 14Nðp; γÞ15O reaction at
279 keV resonance [44], where the produced 15O nuclei
are βþ unstable [t1=2 ¼ ð2.037� 0.002Þ min [33] ].
Additionally, the relative impact on the efficiency uncer-
tainty of both beam spot position on target (≃1%–2%) and
13Cðp; γÞ14N decay branching ratios (≃0.6%) were assessed
with Monte Carlo techniques.
Measurements with the HPGe detector were performed

in the energy range Ec:m: ¼ 60–370 keV in 10 keV steps.
Cross sections were extracted from a fit of the observed
primary γ-ray peak shapes using the procedure described
in [43,47]. Briefly, because of the finite target thickness
(25–10 keVof beam energy loss for the entire energy range
studied), the shape of the primary γ-ray peaks of the

reaction of interest reflects a convolution of the beam
energy loss due to the target thickness and stoichiometry (in
the following referred to both as target profile) and the
associated energy dependence of the reaction cross section.
For the latter, we used resonance parameters available in the
literature [27,38] as well as a nonresonant contribution
included as a free parameter.
To monitor the target degradation, yield measure-

ments were repeated every 10 C of accumulated
charge on target [47] at a reference energy Ep ¼
380 keV (Ec:m:¼351 keV and 353 keV for 12Cðp; γÞ
and 13Cðp; γÞ, respectively. This energy was chosen to
optimize counting statistics while minimizing beam-
induced background, mostly from a broad resonance at
Ec:m:¼322 keV in 19Fðp;αγÞ16O [48]. For most runs, we
estimated an overall statistical uncertainty of 1% on the
target profile and an overall systematic uncertainty of
2.5%. Our results were compared with those obtained
from target analyses at ATOMKI [47], performed after the
irradiation, and found to be in agreement within 2%. We
further checked for angular distribution effects by analyz-
ing spectra taken with the HPGe detector at 0° and 55° and
at an approximate distance of 16.4 cm from the target to
minimize summing effects. Our observations agreed very
well with the expected isotropic distribution for
12Cðp; γÞ13N. In the case of 13Cðp; γÞ14N, a good agreement
was found with results from King et al. [38], except for the
very weak transition to the 5105 keV state, for which our
poor statistics prevented a definitive conclusion. Further,
we compared yields obtained from HPGe measurements
on evaporated targets with additional runs on natC targets,
finding an overall agreement within 2%.
For the BGO measurements, two different approaches

were followed: prompt γ ray for the 13Cðp; γÞ14N reaction,
and mostly activation for the 12Cðp; γÞ13N reaction. For the
13Cðp; γÞ14N reaction, measurements were performed at
Ec:m: ¼ 60–370 keV in 10 keV steps; γ rays emitted in
cascade from various transitions were seen in coincidence
in all BGO crystals thanks to the nearly 4π coverage of the
detector. By summing together signals from all individual
transitions, we obtained a full absorption peak at
Eγ ¼ Qþ Ec:m: ≃ 7.8 MeV, i.e., in a region unaffected
by either the intrinsic background of the BGO crystals
or the environmental radioactivity [42]. During BGO
measurements, the target profile was regularly monitored
by using the same γ-shape approach described above, for
this purpose the BGO detector was retracted and the HPGe
was positioned at 55° to the beam axis.
For the 12Cðp; γÞ13N reaction, measurements were per-

formed on thick natC targets at Ec:m: ¼ 70–370 keV in steps
of 20 keVand an extra run at 70 keV. In this case, however,
the prompt-γ analysis was only possible at Ec:m: >
185 keV due to the intrinsic BGO background. Instead,
the activation measurement was done at all beam energies.
The 511 keV annihilation γ rays were detected in
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coincidence in opposite BGO crystals with negligible
contribution from natural background events. The analysis
was performed by fitting the 511 keV coincidence rate,
dN=dt, corrected by the detection efficiency, to the solution
of the following differential equation:

η−1
dN
dt

¼ YRpðtÞ − λNðtÞ; ð1Þ

where η is the detection efficiency, Y is the reaction yield
(free parameter), RpðtÞ is the incoming proton rate, λ is the
13N decay constant, and NðtÞ is the number of 13N nuclei in
the sample. For this purpose, the proton deposited charged
on an event per event basis, where one event equalled to
1 μC of accumulated charge [41]. The extracted yields
were found to be in good agreement with those obtained
from the prompt γ-ray approach in the common energy
range. Thick-target yields were finally differentiated from
consecutive beam energy runs (i.e., 20 keV steps)
to obtain a thin-target yield, and thus extract the relevant
cross section.
For all the measurements described above, cross section

values were associated to effective interaction energies
obtained as a cross section weighted average of the beam
energy over the target thickness [49]. Cross section data
were corrected for the electron screening effect following
the procedure described in [50]. Corrections amounted up
to 12% for the lowest energies. We assumed a conservative
uncertainty of 50% on this correction.
Finally, our cross section data were converted into the

astrophysical S factor, SðEÞ ¼ EσðEÞ exp½2πηðEÞ�, where
E is the energy in the center of mass frame and ηðEÞ is the
Sommerfeld parameter [49]. S-factor values for the two
reactions are shown in Fig. 1 together with literature data,
with error bars representing statistical uncertainties only
(≃1% for our data, except for the lowest ones). Tabulated
S-factor data is available in [51]. Datasets obtained with the
two different detection techniques are in excellent agree-
ment with each other. We note that our data extend down
into the hydrogen shell-burning energies (Gamow window)
of AGB stars and, for the first time, of RGB stars. Our more
precise data are also important to better constrain the
reaction rate extrapolations down to the typical temperature
of core hydrogen burning in main sequence stars. By taking
into account all the systematic uncertainties already men-
tioned, as well as a 6.4% uncertainty associated with energy
loss calculations based on SRIM [52], we estimated the
following total systematic uncertainties: 6.9% (HPGe,
prompt γ) and 7.9% (BGO, activation) for the
12Cðp; γÞ13N reaction; 7.2% (HPGe, prompt γ) and 8.0%
(BGO, prompt γ) for the 13Cðp; γÞ14N reaction.
For the 12Cðp; γÞ13N reaction, our S factors are consis-

tently lower (by 25%) compared to most of the data in the
literature [26,27,29]. For the 13Cðp; γÞ14N reaction, a larger
discrepancy (of about 30%) is observed compared to the

results of King et al. [38]. The origin of such discrepancies
is unclear, but may arise from an inaccurate treatment of
target thickness effects in the literature, potentially affect-
ing the extraction of cross sections from measured yields.
Indeed we note that the 12Cðp; γÞ13N data by Artemov et al.
[32], presented in terms of reaction yields, are in agreement
with our yields within 4%.
The extrapolation of S-factor data to the lowest energies

of astrophysical interest was performed using the R-matrix
formalism implemented in AZURE2 [56]. To evaluate the
impact of the observed discrepancies on the extrapolation,
we adopted two procedures: in the first case, we fixed our
LUNA S factors and used normalization coefficients as free
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FIG. 1. R-matrix fit to available S-factor data for the
12Cðp; γÞ13N reaction (top panel) and the 13Cðp; γÞ14N (bottom
panel). The red solid line shows the best fit obtained with fixed
LUNA data (black symbols) and normalized literature data
(coefficients n in the legend). The blue dashed line shows the
fit obtained with free normalization also for the LUNA data.
Uncertainties are statistical only. The brown and yellow regions
represent the energy range relevant to RGB [53] and AGB
stars [54,55], respectively.
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parameters for all other datasets; in the second case, a free
normalization coefficient was introduced also for our
dataset. A systematic uncertainty of 20% was considered
in the fit for all literature datasets that do not report any,
apart from King et al. [38] and Burtebaev et al. [29], who
declare values of 11.3% and 10%, respectively. The initial
parameters for the R-matrix fit were taken from [57]
and [58] for the proton capture on 12C and 13C, respectively.
The results of the fits are shown in Fig. 1, best fit

parameters are provided in [51]. Red curves represent
the best fit with fixed LUNA data obtained with values
of the normalization coefficients, n, as given in the labels.
The blue dashed lines correspond to best fits obtained with
normalization coefficients of 1.07 and 1.06 for the present
LUNA data, for the 12Cðp; γÞ13N and 13Cðp; γÞ14N reac-
tions, respectively. Both results are compatible within the
systematic uncertainty of the LUNA datasets. However, it
also points out the need for further measurements of both
reactions at energies around the resonance, with a more
careful assessment of systematic uncertainties.
The astrophysical rates for both reactions were calcu-

lated using the R-matrix extrapolations (red curves in
Fig. 1), as

hσvi¼
�

8

πμ

�
1=2

�
1

kT

�
3=2

Z
∞

0

EσðEÞe−E=kTdE ð2Þ

where σ and μ are the cross section and reduced mass for
each reaction, T is the stellar temperature, and k the
Boltzmann constant. Our reaction rates are shown in
Fig. 2 relative to the NACRE [25] and NACRE2 [23]
compilations (reaction rates are tabulated in [51]). In the
energy region of interest for RGB and AGB stars, our rates
are significantly lower than both compilations for the
13Cðp; γÞ14N reaction and are comparable in the
12Cðp; γÞ13N case. The overall uncertainty ranges from
4%–6% in agreement with the one requested by the solar
models [24].
As mentioned, the observed abundance ratio of stable C

isotopes is a significant tracer of galactic chemical evolu-
tion and a probe for the occurrence of noncanonical mixing
processes in RGB, AGB, and massive stars. In H-burning
layers, the 13C abundance is given by

dn13
dt

¼ n12nphσvi12 − n13nphσvi13 ð3Þ

where np, n12, and n13 are the density of protons, 12C, and
13C, respectively, and hσvi12 and hσvi13 are the production
and destruction rates of 13C nuclei. As usual, it is assumed
that the βþ decay of the 13N is much faster than the
12Cðp; γÞ13N reaction. In the H-burning shell of a giant star,
the 13C abundance shortly attains equilibrium between
production and destruction, i.e., dn13=dt ¼ 0. This

equilibrium condition implies that the C isotopic ratio is
given by

n12
n13

¼ hσvi13
hσvi12

ð4Þ

which only depends on the temperature. In the 20–140 MK
range, we obtain an average n12=n13 ¼ 3.6� 0.4, i.e., a
lower and more precise value than 4� 1 and 5.0� 1.3
obtained with the NACRE compilations [25] and [23]. Our
lower C-isotopic ratio alleviates the discrepancy between
predicted and observed atmospheric composition in
evolved RGB and AGB stars. In particular, our result
requires a less extreme extra-mixing process to solve this
discrepancy. A more detailed analysis of the astrophysical
implications of our results based on detailed stellar models
will be presented in a dedicated paper.
In summary, we measured the cross sections of the

12Cðp; γÞ13N and 13Cðp; γÞ14N reactions with the highest
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FIG. 2. Reaction rate ratio to NACRE and NACRE2 values for
the 12Cðp; γÞ13N (upper panel) and the 13Cðp; γÞ14N (lower panel).
The brown bar represents the temperature range of interest for
RGB and AGB stars.
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precision to date, down to Ec:m: ¼ 68 keV and 61 keV,
respectively, i.e., within the Gamow energy region of
interest for AGB and, for the first time, RGB stars.
Results obtained with different experimental techniques
show excellent agreement with each other. Statistical
uncertainties are of the order of 1% for most of the data
points (10% below 90 keV); systematic uncertainties are of
the order of 7%–8%. Our S factors are systematically lower
than most of those in the literature and dominate R-matrix
extrapolations at the lowest energies. Our revised reaction
rates result in a reduced C isotopic ratio at relevant
temperature for mixing effects in giant stars. More detailed
evaluations, based on advanced stellar modeling, and the
interpretation of observational constraints from stellar
spectra and meteoritic stardust will be presented in forth-
coming papers.
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