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Characterizing the free energy landscape of water ionization has been a great challenge due to the
limitations from expensive ab initio calculations and strong rare-event features. Lacking equilibrium
sampling of the ionization pathway will cause ambiguities in the mechanistic study. Here, we obtain
convergent free energy surfaces through nanosecond timescale metadynamics simulations with classical
nuclei enhanced by atomic neural network potentials, which yields good reproduction of the equilibrium
constant (pKw ¼ 14.14) and ionization rate constant (1.369 × 10−3 s−1). The character of transition state
unveils the triple-proton transfer occurs through a concerted but asynchronous mechanism. Conditional
ensemble average analyses establish the dual-presolvation mechanism, where a pair of hypercoordinated
and undercoordinated waters bridged by one H2O cooperatively constitutes the initiation environment for
autoionization, and contributes extremely to the local electric field fluctuation to promote water
dissociation.
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Water serves as the most basic and common substance
involved in a wide variety of chemical processes and living
organisms [1–3]. The autoionization of a liquid water mole-
cule to a pair of Hþ and OH− plays a critical role in
determining pH and conductivity. Being a long-standing
interest for experiment and theory, however, the exploration
of the mechanism is obstructed by the striking stability
difference between water and dissociated ions [4,5], which
gives rise to the severe multiscale kinetics feature of the
ionization process, and impractical macroscopic-timescale
propagation of the hydrogen-bond network dynamics.
Decades ago, Eigen and De Mayer proposed that the

initial dissociation of a water system is the dynamical
bottleneck for autoionization, where the formed H3Oþ and
OH− ions reach the so-called contact distance, followed by
a relatively facile diffusion away from each other [4]. The
entire process can be expressed using the following model:

2H2O⇌
kd1

kr1
½H3Oþ…OH−�⇌kd2

kr2
½H3Oþ þ OH−�: ð1Þ

It was later employed by Natzle et al. in an experimental
study of the transient conductivity in photoionized water
system [5]. Based on Eigen’s assumption that the reverse
recombination rate is controlled by diffusion of free ions
(kr1 ≫ kr2), the contact distance in [H3Oþ…OH−] was char-
acterized as 5.8� 0.5 Å, corresponding to an ion-pair sepa-
ration by twowaters. Meanwhile, the overall recombination
rate constant, approximately equal to kr2, was determined as
0.112 M−1 ps−1, and the dissociation rate constant was esti-
mated as 2.04 × 10−5 s−1 by taking the well-characterized

ionization equilibrium constant. Because of the extremely
scarce probability of water dissociation in natural condi-
tions, directly tracking the autoionization process of a
specific water molecule still remains a tough task today.
Theoretical study has demonstrated its irreplaceable

role to complement experimental exploration of the mecha-
nism [6–10]. By inspecting the neutralization features from
ab initio molecular dynamics (AIMD) trajectories,
Hassanali et al. deduced that water ionization goes through
a concerted triple-proton jump, which is triggered by a
collective compression of the reactive four-water wire and
the presolvation phenomenon characterized as the hyper-
coordination of the dissociating water [9]. However, a lack
of guarantee for equilibrium sampling of structural distri-
butions in standard AIMD may bring uncertainty to the
simulation results. Introducing the path-sampling methods
into AIMD is an effective solution to rare-event sampling
[11]. On this basis, Geissler et al. suggested that water
dissociation can be substantially accelerated by the solvent-
induced electric field [8,12], while the physical picture
behind the electric field fluctuations has not been explicitly
revealed. More recently, Moqadam et al. proposed that the
dissociation event is likely to occur through a double-
proton jump, leaving the third proton transfer in a stepwise
way [10]. Thus, the ambiguity in ionization mechanism
needs to be clarified.
Quantifying the free energy landscape is of paramount

importance in understanding the water ionization mecha-
nism. Herein, we employ the well-tempered metadynamics
to characterize the ionization free energy profiles [13,14]. A
series of collective variables (CVs) is specifically designed
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to monitor the proton transfer progress and the evolution
of concerned properties. Considering the deep potential
well in neutral water state, a nanosecond (ns) timescale is
required to ensure the convergence of free energy profiles
and hence the sufficient statistical sampling of ionization
path, which is inaccessible to the conventional ab initio
calculation. To overcome the computational bottleneck,
atomic neural network potentials (NNPs) are employed to
replace the time-consuming density functional theory
(DFT) calculation [15,16]. We will show that the equilib-
rium constant and rate constant of water autoionization
deduced from the classical free energy surface are in
quantitative agreement with the documented experimental
results. The nuclear quantum effects (NQEs) investigated
by combing path integral approach [3,17] are found to have
a pronounced effect on the equilibrium probability distri-
bution. By looking into the structural evolution along the
CVs, we will unveil the asynchronous nature of concerted
triple-proton transfer along the hydrogen-bonded water
wire, and propose the dual-presolvation mechanism which
contributes to the electric field fluctuations on triggering
water ionization.
In performing metadynamics simulations, bias is applied

to two CVs that relate to the number of ions and the
distance between ionic species (Equation S5 and S6 in the
Supplemental Material [18]), allowing the water dissocia-
tion to take place anywhere in a 64-water box. Up to 10 ns
of simulation time is proved to guarantee the convergence
of free energy differences and hence the proper statistical
sampling along the concerned reaction pathway (Fig. S3
[18]). Finite size effects are checked to be minimal by
extending the simulation to the 512-water system (Fig. S5
[18]). All the technical details of simulations can be found
in the Supplemental Material [18].
Considering the existence of ½H3Oþ…OH−� pair at the

contact distance, we base on a dynamically assigned
four-water wire to design new CVs for constructing free
energy surface, as illustrated in Fig. 1.

P
3 δðO─HÞ andP

3 RðO─OÞ represent the coordinates of triple-proton
transfer and total water wire length, respectively. The proton
transfer is supposed to proceed in two possible routes, along
theH3Oþ andOH− directions. The routes differ in the nature
of the species the proton (e.g., Hc in Fig. 1) transfers to and
from during the dissociation process.
The ionization free energy profiles are computed by

reweighting the biased probability density [19] as a function
of the defined CVs. We use the nudged elastic band (NEB)
method [54] to determine the minimum free energy path and
transition state (TS) on this two-dimensional (2D)CV space.
As seen in Fig. 2(a), the overall transfer progress of the in-
volved three protons is strongly coupled with the compres-
sion of thewholewaterwire, showing good consistencywith
the previous AIMD study [9]. The unique TS located in the
free energy surface indicates a concerted triple-proton trans-
fer within an elementary reaction step. The corresponding

free energy barrier can be easily determined by extracting
the free energies of critical points along the NEB path
[Fig. 2(b)]. In the classical case, the forward (dissociation)
and backward (recombination) activation free energies,
ΔG≠

D and ΔG≠
R, are calculated to be 78.991� 0.657 and

1.665� 0.218 kJ=mol, respectively, as an average of three
independent metadynamics simulations (Fig. S3 [18]). A
correction of þ0.349 kJ=mol has been added to the free
energies of both TS and the ion-pair state for setting 1 M
concentration as the reference.
By applying variational transition state theory [55,56],

the calculated elementary rate constants for water dissoci-
ation (kd1) to form the ion-pair intermediate and the
backward neutralization (kr1) are listed in Table I. The
calculated kd1 is on the same scale with 0.011 s−1 evaluated
from the path sampling simulation [10]. The ion pair
at the contact distance recombines with a frequency of

FIG. 1. Schematic diagram of the evolution of four-water wires
during water dissociation, where the proton transfer proceeds in
two possible ways, along the H3Oþ and OH− directions. The
hydrogen-bonded wire is determined through searching for the
shortest connection between the most negatively and positively
charged O centers, Omin and Omax, in each metadynamics
configuration (see Fig. S7 [18] for details). The three bridging
hydrogen atoms are labeled Ha, Hb, and Hc, according to the
sequence of proton transfer progress (by comparing the elongated
O─H lengths), and O─Ha is required to be the longest.

FIG. 2. (a) Free energy surface (with classical nuclei) con-
structed with

P
3 δðO─HÞ and

P
3 RðO─OÞ. The connected blue

triangles denote the optimized NEB images. (b) Free energy
diagrams of the critical points obtained from classical and path
integral metadynamics, including neutral water [H2O], TS and
ion-pair intermediate ½H3Oþ…OH−�, marked with “×” in (a).
The well-separated ionic state ½H3Oþ þ OH−� is evaluated by
adding ΔEel.
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approximately 2.75 ps−1 when taking into account the
ionic concentration (∼0.869 M) in the simulated box,
which agrees well with the timescale of ∼0.5 ps for
recombination events [9]. The equilibrium constant Kw
of water autoionization can be feasibly obtained, after
introducing the electrostatic energy correction (ΔEel) for
the further ion-pair separation from contact distance Rcd to
infinity (forming ½H3Oþ þ OH−�). ΔEel is estimated as the
negative of Coulomb attractive energy between two unit
point charges separated by Rcd, which is determined as
5.928 Å from the ensemble average algorithm [Eq. (S9)].
Kw is then calculated with kd1=kr1 expð−ΔEel=RTÞ as
0.724 × 10−14. The value (pKw ¼ 14.14) is quite close
to the well-known experimental result, and shows a higher
accuracy than the calculation results from constrained
AIMD [6,7] and a recent umbrella sampling simulation
[57]. The identification of local minimum and TS is fairly
ambiguous in those studies which mainly ascribes to the
inappropriately chosen reaction coordinates.
By inspecting Table I, we can conclude that the water

dissociation step is rate determining in the overall auto-
ionization process, as the rate constant kd1 is 12 orders of
magnitude lower than that of the diffusion step of ion pair
(kd2). Accordingly, it is reasonable to make the steady-state
approximation in the calculation of overall ionization rate
constant kD. Being formulated with kd1kd2=ðkd2 þ kr1Þ, kD
is determined as 1.369 × 10−3 s−1. Obviously, the calcu-
lated kD and kR are in quantitative agreement with the
experimental results.
Since the nuclei are quantum particles in nature, NQEs

have to be taken into account when studying the water
ionization process [3,17]. Here we carry out path integral
metadynamics simulations [20] with atomic forces calcu-
lated from NNPs to build the quantum free energy land-
scape (see Supplemental Material [18] for technical
details). As compared in Fig. 2(b), the relative stability

of ion-pair state is considerably enhanced, corresponding to
a decrease of reaction free energy of ∼27.8 kJ=mol. Thus
the NQEs will increase the equilibrium constant as well as
dissociation rate constant by about 5 orders of magnitude,
albeit with severe deviation from the experimental results.
This mismatch between quantum free energies and experi-
ment can be explained by a fortuitous cancellation between
the NQEs and the electronic interaction ignored in pure
density functionals [21]. It miraculously results in the
remarkable ability of pure functional (in the form of fitted
NNPs) with classical nuclei to reproduce the equilibrium
distribution along the ionization pathway, which is of
crucial importance for subsequent mechanism analysis.
However, exactly decomposing the nuclear and electronic
quantum effects remains to be an open question.
To assess the synchronicity of triple-proton jump during

water dissociation, we decompose the CV
P

3 δðO─HÞ,
into δðO─HcÞ and δðO─HaÞ þ δðO─HbÞ. A new contour
map of classical free energy surface, shown in Fig. 3(a), is
then constructed by the two decomposed CVs, withP

3 RðO─OÞ integrated out in recounting the distribution
of biased probability density. The TS is characterized with a
quite positive value of

P
2 δðO─HÞ and a nearly zero value

of δðO─HcÞ, indicating the transfers of Ha and Hb have
been almost finished, while the transfer of Hc is on the half
way [Fig. 3(b)]. Following the definitions of concerted and
synchronous reactions [58–60], we establish that water
autoionization takes place through a concerted and
asynchronous proton transfer (PT) mechanism. This
explains why there was a longer waiting time between
the second and third PT event in the path sampling
simulation [10].

TABLE I. Comparison of theoretical and experimental kinetic
parameters for water ionization at 298 K.

This Letter Experiment [5]

kd1 (s−1) 0.077� 0.020 � � �
kd2 (ps−1) 0.0574a 0.0661
kr1 (ps−1) 3.171� 0.278 � � �
kr2 (ps−1) 0.101a 0.112
kD (s−1) 1.369 × 10−3 1.132 × 10−3

b

kR (ps−1) 0.189c 0.112

Kw
d ð0.724� 0.202Þ × 10−14 1 × 10−14

aCalculated by the equations in Ref. [5] (details in Supple-
mental Material [18]).

bThe original 2.04 × 10−5 s−1 deduced from KwkR=cH2O has
been multiplied with cH2O of 55.5 M.

cCalculated by kD=Kw.
dKw is dimensionless since the concentration unit in all rate

constants is removed by utilizing the standard concentration c⊖.

FIG. 3. (a) Free energy surface (with classical nuclei) con-
structed with δðO─HcÞ and δðO─HaÞ þ δðO─HbÞ. (b) Illustrative
snapshots of TS for the OH− (top) and H3Oþ (bottom) directions.
The arrow denotes the direction of oxygen motions before
reaching TS. Evolution of conditional ensemble average of
(c) RðO─OÞ and (d) δðO─HÞ along the normalized NEB
coordinate. The vertical line marks the location of TS.
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Tracking the evolution of each pairwise oxygen distance
RðO─OÞ and δðO─HÞ along the PT coordinate allows a
deeper insight into the cooperative relation between oxygen
and proton motions, which can be extracted from the 2D
reweighted distributions (Fig. S8 [18]) based on the condi-
tional ensemble average algorithm introduced in Eq. (S8)
[18]. As shown in Fig. 3(c), the oxygen atoms neighboring
to Ha and Hb reach their maximal contractions well before
the TS, whereas those adjacent to Hc keep compressed until
the TS point. Comparison with Fig. 3(d) reveals that the
progress of each proton transfer is well controlled by
the neighboring oxygen contraction, and interestingly,
corresponding to a similar shortest oxygen separation at
∼2.44 Å. Although Hc transfer is significantly postponed,
it still proceeds within a compressed water wire which
manifests the weak correlation with the preceding two
transfers, thus should not be regarded as a stepwise step.
The excess proton was found to preferentially transfer

to the neighboring water that possesses the lowest co-
ordination number (CN) in the acid solution [61], which
was later referred to as presolvation. The notion of
presolvation can be generalized as the change of coordi-
nated hydrogen bonds (HBs) on the species ready to accept
or donate protons that will initiate the PT events [1,62,63].
We investigate the presolvation in water dissociation by
tracking the number of accepted HBs around the oxygen
atoms involved in the two earlier transfers of Ha and Hb,
while the presolvation of Hc transfer exhibits obviously the
character like a single PT event due to its delayed feature
(Fig. S11 [18]). Given the reported difference of HB
patterns between the Hþ and OH− migration systems
[1,61,62], the configurations are further classified into
the PT events proceeding along H3Oþ and OH− directions.
As the two PT modes are found to present similar
presolvation phenomena, only the PT event along H3Oþ

direction is discussed below (see Fig. S10 [18] for results
along OH− direction).
As displayed in Fig. 4(a), a concerted transfer route of Ha

and Hb is constructed to approximate the minimum free
energy path by connecting the neutral water state linearly to
an artificially defined ion-pair state separated by one water.
The 2D reweighted CN distributions for the three relevant
O atoms as functions of PT coordinates are computed and
shown in Fig. S9 [18], from which the average CN
evolution along the proposed linear transfer path is
extracted and plotted against δðO─HaÞ. By inspecting
Figs. 4(b) and 4(c), the average CN of O1 increases by
∼0.4 before δðO─HaÞ reaches zero. It manifests the
presolvation phenomenon that a hypercoordinated water
is formed prior to Ha transfer as proposed in previous
studies [9,10]. The sharp increase from 2.12 to 3.15 of the
CN of O1 (at the dashed line) arises from the change in
affiliation of Ha, on leaving from O1 to O2. As Ha transfer
finishes, the nascent OH− is coordinated with nearly four

accepted HBs, namely the OH−ðH2OÞ4 complex. However,
an opposite trend in the CN evolution of O3 is observed
with a decrease by ∼0.49 before δðO─HbÞ reaches zero. It
unveils the necessity of concurrently forming an under-
coordinated water to trigger ionization. After Hb transfer,
the nascent H3Oþ exists as a H9O

þ
4 complex with only

three donated HBs coordinated to the ion core. The
intermediate O2 atom exhibits a “relay station” character,
because its CN is essentially unchanged except during the
short period from δðO─HaÞ ¼ 0 to δðO─HbÞ ¼ 0. The
sudden dropping followed by a quick restoring is due to
the change of the affiliated oxygen atoms of Ha and Hb.
Accordingly, a dual-presolvation mechanism is proposed
for water autoionization [Fig. 4(b)].
Electric field fluctuation was suggested to play a

determinative role in water autoionization [8,12]. Here
we explore the correlation between the local electric
field and the presolvation behavior, as the long-range part
contributes minorly to the internal electric field (Figs. S12
and S13) [22]. Taking atomic charges from the SPC=E
water model [64], the local electric fields on the migrating
Ha and Hb are estimated roughly with Coulomb’s law,
while restricting the contribution from waters within the
first solvation shell around the water wire. A new CV
labeled E1 is defined as the projection of local electric field
on the dissociating O─H bond, such that a positive E1 is
expected to push the protons to dissociation.
By projecting the configurations into the 2D histogram

plots of E1 and CN of relevant oxygen atoms, Fig. 5 shows
directly the regular patterns of structure distributions in the

FIG. 4. (a) Free energy surfaces constructed with δðO─HaÞ and
δðO─HbÞ. A constraint of δðO─HcÞ < 0 is applied in the
counting to exclude the configurations belonging to the third
proton jump stage. (b) An illustrative snapshot of presolvation.
(c) Evolution of CN on the three relevant oxygen atoms against
δðO─HaÞ. The dashed line marks the position where δðO─HaÞ or
δðO─HbÞ equals to zero.
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H3Oþ direction of double-proton transfer. The larger CN of
O1 contributes mainly to the stronger electric field
on Ha, a trend also noted in a classical MD study [22],
which is, however, much less sensitive to the CN of O3.
Contrarily, E1 on Hb shows an increasing trend as the CN
of O3 decreases, but the CN of O1 makes little effect. The
results demonstrate that the accepted HB of the dissociat-
ing water will pose a repulsive electrostatic force on the
proton Ha to facilitate its leaving (push effect). And the
breakage of accepted HB on the proton-receiving water
will reduce the repulsion, which in turn attracts the arrival
of proton Hb (pull effect). Consequently, both hyper-
coordinated and undercoordinated waters in the dual-
presolvation mechanism are suggested to be correlated
with strong electric fields on the nearest migrating protons,
and a similar conclusion holds for the OH− direction of PT
(Fig. S13 [18]).
To tackle the rare-event difficulty, this Letter implements

the machine learning-assisted metadynamics that enables
the equilibrium sampling of water dissociation pathway.
Critical intermediate and transition state are clearly char-
acterized in the classical free energy landscape, which also
reproduces the equilibrium and rate constants of auto-
ionization. Seeking a comprehensive understanding of the
mechanism, we unveil the asynchronous character in the
concerted triple-proton transfer, and elucidate the solvent-
driven phenomena, including dual-presolvation and local
electric field fluctuations, in the ionization process. These
new findings will be referable for a great variety of water-
participated processes.
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