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Josephson-like Tunnel Resonance and Large Coulomb Drag in GaAs-Based
Electron-Hole Bilayers
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Bilayers consisting of two-dimensional (2D) electron and hole gases separated by a 10 nm thick AlGaAs
barrier are formed by charge accumulation in epitaxially grown GaAs. Both vertical and lateral electric
transport are measured in the millikelvin temperature range. The conductivity between the layers shows a
sharp tunnel resonance at a density of 1.1 x 10'® cm~2, which is consistent with a Josephson-like enhanced
tunnel conductance. The tunnel resonance disappears with increasing densities and the two 2D charge gases
start to show 2D-Fermi-gas behavior. Interlayer interactions persist causing a positive drag voltage that is
very large at small densities. The transition from the Josephson-like tunnel resonance to the Fermi-gas
behavior is interpreted as a phase transition from an exciton gas in the Bose-Einstein-condensate state to a

degenerate electron-hole Fermi gas.
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The search for an excitonic Bose-Einstein condensate
(BEC) [1] in electron-hole bilayers (EHBs) formed by
closely spaced two-dimensional electron and hole gases
(2DEGs and 2DHGs, respectively) has been ongoing for
some decades [2,3]. It is theoretically predicted to be a
superfluid state whose signatures would not only include
the dissipationless flow of the excitons but also a
Josephson-like enhanced tunneling between the layers
and a large Coulomb drag between the layers that persists
down to the lowest temperatures [4—13].

The predicted BEC has been the objective of many
publications dealing with a large variety of material systems.
Both optical excitation and suitable doping in heterostruc-
tures have been used to produce excitons [14—19]. Only very
recently, some promising results have been reported in two-
dimensional atomic layers [20-22]. Additionally, evidence
for a condensation has been found in 2DEG bilayers in
quantizing magnetic fields [23-25], which is of the Bardeen-
Cooper-Schrieffer type [26].

In this Letter we use GaAs-based devices in which the two
components of the EHB are separated by a Alj,sGag,As
barrier and control the charge densities electrically without
optical excitation. We use barriers of only 10 nm thickness,
which is considerably thinner than what has been used in
earlier experiments [14,18,19,27]. The high quality of our
heterostructures allows for the fine-tuning of the charge-
carrier densities down to below 1 x 10'° cm™2. At these
densities the ratio of Coulomb energy to kinetic energy,
usually stated as the r value, is sufficiently large to reach the
Mott transition between an exciton gas and an electron-hole
Fermi gas [8,13,28]. Near the transition we observe a large
resonance in the tunnel current between the layers at zero
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magnetic field indicating a significantly increased tunneling
between the electron and the hole layers, reminiscent of the
Josephson tunneling observed in the excitonic condensate in
2DEG bilayers in quantizing magnetic fields [23-25]. There,
the exciton condensation and the correlation between the
two charge layers leads to a dramatic enhancement of the
conductivity between the two layers. Our EHBs are different
from those of the quantum Hall liquids because the electrons
and holes are at different band energies. A Josephson current
would be a coherent recombination under the emission of a
(coherent) photon as has been discussed by Xie et al. [29] for
an atomic bilayer system. We also observe an enhanced
capacitance, or increased compressibility, in the same
density range. This is expected for an exciton condensate
as was pointed out by Ma et al. [22]. At densities above the
Mott transition the EHB transforms into 2D electron-hole
Fermi gases that still show indications of Coulomb inter-
action like a large Coulomb drag between the layers. At even
higher densities the mobility vs density traces show novel
interaction effects.

The heterostructures investigated in this study were
grown by molecular-beam epitaxy. Two undoped GaAs
layers separated by a 10 nm AlygGay,As barrier are
sandwiched between n- and p-bulk-doped GaAs layers;
see Fig. 1(a). Each 2D system, along with its respective
doped layer, is contacted separately. Pillar devices with
an area of 5.6 x 107* cm? are used for capacitance and
interlayer conductance measurements and have one contact
on the top p layer, which does not penetrate the barrier.
Cross-shaped samples [Fig. 1(b)] have four contacts to both
the n side and the p side, allowing for lateral transport and
Coulomb drag measurements. The EHB area of the cross is
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FIG. 1. (a) Schematic of the pillar-shaped sample. The barrier
(green) is sandwiched between undoped GaAs spacers. Holes and
electrons are provided by p- and n-doped layers at the top and
bottom, respectively. (b) Cross-shaped device with four contacts
on each doped layer allowing lateral conductivity and frictional
drag experiments to be performed on the EHB. (c) Band structure
of the devices without a bias (top) and with a bias (bottom). After
exceeding the flat-band condition charges accumulate at the
barrier. The inset shows the simulated shape of the electron wave
function at the barrier. The hole wave function has a similar
shape.

8.7 x 107* cm?. Both devices were fabricated from the
same growth run. For details of the technology see the
Supplemental Material [30]. Applying a dc voltage exceed-
ing that corresponding to the GaAs band-gap energy leads
to the flat-band condition and charges accumulate at the
barrier, forming the EHB; see Fig. 1(c). Adding a small ac
voltage to the dc bias and measuring the in-phase and the
out-of-phase components of the resulting ac current yields
the tunnel conductance and the capacitance of the EHB,
respectively [36].

Measurements of capacitance and conductance are done
at the base temperature (20 mK) of a dilution refrigerator.
This corresponds to a typical electron temperature of
about 60 mK [30]. Results measured at a frequency of
283 Hz and with an ac voltage amplitude of 50 pV are
shown in Fig. 2. The capacitance increases steplike at about
1.525 V to values that correspond to a charge-carrier
separation of tens of nanometers and signal the existence
of an EHB. Beyond the step, the capacitance continues to
increase because the shifting of the wave functions leads
to a decreasing effective interlayer distance; see Fig. 1(c).
The shape of the capacitance vs bias curve does not
depend on frequency between 30 Hz and about 3 kHz,
indicating that the doped layers and 2D charge gases are in
equilibrium in this frequency range. Around the capaci-
tance step, the ordinary tunnel conductance across the
barrier is 6 nS, corresponding to a conductivity of
10 pScm™2. It increases exponentially with increasing
bias as expected for Fowler-Nordheim tunneling across a
narrow barrier. Resonant tunneling is not expected until
much higher biases [37].
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FIG. 2. (a) Temperature dependence of the capacitance
shoulder at the onset of mobile charge accumulation. (b) Tunnel
resonance of the pillar sample. (c) Tunnel resonance with
different magnetic fields applied (pillar sample). (d) Same as
(c) but measured on the cross-shaped sample.

Both the capacitance and the tunnel conductance show
unusual behavior in this bias region. A shoulder is observed
in the capacitance while the tunnel conductance shows a
striking resonance. Compared to the ordinary tunnel current
across the barrier, the resonance peak is 5 times higher for
our predominantly used measurement frequency of 283 Hz,
but varies with frequency (see Supplemental Material [30]).

In Figs. 2(a) and 2(b) we plot the temperature depend-
ence of the capacitance and the tunnel resonance, respec-
tively. The capacitance shoulder degrades with increasing
temperature and disappears above 2 K, which corresponds
to a 100 peV energy scale, much smaller than typical
energies in semiconductors like band offsets and the
ionization energies of impurities. The tunnel resonance
begins to diminish at a temperature of around 200 mK and
continues to do so until it disappears entirely around 1 K.
Thus the tunnel resonance exists only in roughly the same
temperature range as the capacitance shoulder.

A capacitance enhancement has recently been inter-
preted as a sign of the increased compressibility that should
accompany a BEC state in an EHB [22]. Its occurrence in
our samples supports our interpretation that the substan-
tially enhanced conductance across an insulating barrier is a
hallmark for Josephson-like charge exchange within an
EHB in a condensed state [20,23,38].

Discussing the capacitance and tunneling behavior in the
context of condensed excitons requires knowledge of the
actual charge densities. The densities of the two 2D charge
layers are separately accessible from the Shubnikov—de
Haas oscillations of their respective resistances (see the
Supplemental Material [30]). The oscillations in the n- and
p-doped sides agree with each other, indicating that both
2D charge layers have the same density, as assumed. The
densities at biases around 1.53 V are particularly relevant,
since this is where the tunnel resonance of Fig. 2 is
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FIG. 3. (a) Conductivities measured on the n- and p-doped
sides of the device vs bias voltage. (b) 2DEG and 2DHG
mobilities as a function of density. Inset: density vs bias voltage.
The dots mark densities obtained from quantum-Hall-effect
minima.

observed. This density range is accessible from capacitance
vs bias plots in moderate magnetic fields, which show
minima at integer fillings of the Landau levels. Thus, the
density as a function of bias is precisely determined down
to 1.2 x 10'° cm™. Smaller densities are estimated by
extrapolation. A plot of density vs bias at small densities
is shown in the inset in Fig. 3.

In Fig. 2(c), the tunnel resonance from Fig. 2(b) is plotted
as a function of density. The density at the maximum of
the resonance is 1.1 x 10'® cm™2 with no magnetic field
applied. Also plotted in Fig. 2(c) is the effect of different
magnetic fields oriented perpendicular to the EHB plane.
The resonance grows and shifts slightly to higher densities
with increasing field.

Fogler et al. [8] show a zero-temperature phase diagram
of an EHB. At small densities (large r, values) a condensed
exciton gas is expected. At larger densities the excitons are
expected to separate and form electron and hole Fermi
liquids. Under the conditions of our experiments r; ~ 8 and
the ratio d/a, ~ 6, which puts our system very near to the
expected phase transition between an exciton gas and an
electron-hole Fermi liquid. Here, r, = (zn,a2)~'/?, where
a, ~7 nm is the exciton Bohr radius, n, is the electron-
hole pair density, and d is the effective interlayer distance,
which is extracted from band-structure simulations and is
44 nm at the density of the tunnel resonance [39].

The tunnel resonance is also observed in the cross sample
from Fig. 1(b), at the same density of 1.1 x 10'° cm™2; see
Fig. 2(d). This sample is intrinsically less homogeneous
because, in contrast to the pillar, the active area is only
partially covered by contact material. This is probably the
reason why the tunnel resonance is very weak in zero
magnetic field. It nevertheless reaches similar values as

in the pillar device already at very moderate magnetic
fields (0.25 T).

We identify the tunnel resonance and the capacitance
shoulder with a Josephson-like coupling between the
electrons and holes in an exciton condensate [20,29].
The length scales are favorable for an exciton gas and a
BEC state is expected in the low-temperature limit. Since
a BEC requires a sufficiently high density to form at
nonzero temperature, one may not be able to see the tunnel
resonance at even lower densities. At higher densities a
BEC is not possible because of the transition into an
electron-hole Fermi gas where the charges behave as a
2DEG adjacent to a 2DHG.

The conductances of the 2D charge gases can be
measured in the cross sample. The two doped layers form
two crosses superimposed on top of each other. Separate
contacts to the ends of the cross arms allow measurement of
the conductance per square (or conductivity) of the two
crosses separately by the Van der Pauw method. Results
are plotted as a function of bias in Fig. 3(a). Clearly, the
conductivities of both the n side and the p side increase
at about the bias at which the steplike increase of the
capacitance is observed. Below this threshold the respective
conductivities are almost constant. It is straightforward to
subtract the doped layer conductivities and find those of the
2D charge gases. Transport mobilities of both the 2DEG
and the 2DHG are plotted in Fig. 3(b).

Both 2D gases show striking mobility maxima that are
not observed in standard heterostructures [40,41] nor were
they reported in an earlier EHB publication [42]. Mobility
peaks of both the 2DEG and the 2DHG occur at a density
(9 x 10'° cm™2) at which the average interlayer distance,
around 27 nm, is similar to the intralayer distance
(=33 nm) in both layers. Whether or not this is a coinci-
dence will be clarified by future samples with different
barrier thicknesses. Although the present devices are
not optimized for high mobilities, they reach rather high
values—about 7 x 10% cm? V-'s~! at a density of about
3.5 x 10" cm™? for the 2DEG and 0.6 x 10® cm? V™! s~!
at a density of about 9 x 10'° cm=2 for the 2DHG.

In the next part of this Letter, we turn to measurements of
frictional, or “Coulomb,” drag between the two 2D charge
layers. A current / 4, flowing along one 2D charge gas of a
bilayer system leads to a drag voltage V4, in the second
layer due to Coulomb interactions. This is described by the
drag resistivity pp, = (W/L) X (Vrae/ I arive)» With W and L
being the length and width of the EHB layers, respectively.
In a Fermi gas, the drag effect originates from momentum
transfer via scattering processes of the charge carriers,
leading to a pp T2 dependence; see, e.g., [43,44]. The
magnitude of the drag can be a signature of a BEC state as
has been demonstrated for coupled 2DEGs at half-filled
Landau levels [45].

We use the cross sample to measure the frictional drag
between the 2DEG and the 2DHG. An ac current of 60 nA
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FIG. 4. Drag voltages measured for the n side driving the p side
and vice versa. The driving ac current in both cases is 60 nA. Also
shown are the tunnel resonance and the conductivities of the n
and p layer of the same sample (both in arbitrary units).

and 13.8 Hz passes straight across one layer while the drag
voltage is picked up in the parallel layer; see inset of Fig. 4.
A large resistor (100 k) is used in series with the dc
voltage source to reduce any ac-current coupling between
the two layers via the voltage source [46,47]. Using a
significantly smaller or no resistor at all was found to
influence the magnitude of the measured drag voltage.

Drag voltages as a function of bias are plotted in Fig. 4.
The data show that a positive drag voltage is indeed
observed as soon as the 2D gases show an increased
conductance as signaled by kinks in the n- and p-layer
conductivities. Inverting the drive and the drag layers leads
to qualitatively and quantitatively similar curves, in contrast
to earlier drag data where significant asymmetries have
been observed [18,19]. The signal of the dragged p layer is
shifted to slightly higher biases, probably due to the
intrinsically lower conductivity of the 2D hole layer
compared to the 2DEG. The drag voltages reach maxima
at ca. 1.529 V and subsequently decrease with increasing
bias. The sign of the drag voltages is positive, which is
expected for different polarities in the drag and drive layers.
It is significant that the dc bias (and with that the 2D
density) at which the steep rise in lateral conductivity
occurs coincides not only with the onset of the positive drag
voltage but also with the tunnel resonance.

We rule out that the positive drag voltages are caused by
the interlayer conductance. An estimate of the expected
spurious voltage produced by a network of the p and n
layers and the tunnel resistance in the relevant bias regime
leads to drag resistances of the order of 1073 Q.

The measured drag voltages do not correspond directly
to the intrinsic drag resistivities between the 2D charge
gases because the conducting doped layers modify both the
actual current flowing along the drive 2D layer and the
measured voltage on the drag side. It follows from a linear
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FIG. 5. Intrinsic drag resistivities for the 2DHG driving the
2DEG and vice versa. The green line shows the expected
Coulomb drag between two Fermi gases according to the
theoretical model. The inset shows the circuit used to extract
the intrinsic drag resistivities from the measured drag voltages.

network model, see inset of Fig. 5, that the intrinsic drag
resistivity (op) is related to the measured drag resistance
(Rp) by the relation pp = Rp x (W/L) x (Ryp; + Rp1) -
(Rap + Rp2)/(Rpy X Rp ), where Ry and Ryp, are
the resistances of the 2D drive and drag layers in the EHB,
respectively, and Rz, and Ry, those of the two doped
layers; see the Supplemental Material [30] for details.

In Fig. 5 the intrinsic drag resistivities are plotted as a
function of density, reaching maxima at 13 Q and 20 Q.
This difference is a result of the correction procedure
detailed above; it is not clear if this is intrinsic to the device
or if the correction formalism needs to be improved. The
solid green line corresponds to the density-dependent
Coulomb drag resistivity between two dilute 2D systems
expected from theory at 60 mK and adjusted for the
interlayer distances in our experimental setup [48]. It is in
qualitative agreement with our experimental data for high
densities above 4 x 10'9 cm~2. Below that, we observe a
significantly enhanced drag resistivity as the density is
reduced and the 2D layers approach the Mott transition into
the excitonic state. The signal peaks at a density of ca.
1.5 x 10'% ¢cm™2 and is subsequently cut off due to the very
small individual conductivities of the two 2D layers that
make the drag experiment impossible.

In conclusion, we prepared high-mobility electron-hole
bilayers with barriers of only 10 nm thickness. In these
structures we can precisely control densities down to
1 x 10'% cm™2, thus allowing access to the excitonic and
the Fermi gas regime of the bilayer system on the low- and
high-density side of the Mott transition, respectively. We
measure vertical and lateral transport and find, near the
Mott transition, a capacitance enhancement and a strongly
increased conductance that we interpret as the enhanced
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compressibility and the Josephson-like charge transfer in an
exciton condensate, respectively. In future experiments,
increasing the barrier thickness and applying an in-plane
magnetic field will both be used to test their effect on a
Josephson coupling. Measuring the counterflow conduct-
ance in the excitonic regime could demonstrate excitonic
flow that is not yet accessible.
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