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133Baþ is illuminated by a laser that is far detuned from optical transitions, and the resulting spontaneous
Raman scattering rate is measured. The observed scattering rate is lower than previous theoretical
estimates. The majority of the discrepancy is explained by a more accurate treatment of the scattered photon
density of states. This work establishes that, contrary to previous models, there is no fundamental atomic
physics limit to laser-driven quantum gates from laser-induced spontaneous Raman scattering.
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Trapped ion quantum systems have realized the highest-
fidelity single- and two-qubit gate operations to date [1–5].
Nonetheless, these fidelities remain below estimated thresh-
olds for realizing practical, fault-tolerant quantum computers
[6]. As technical limitations on fidelity are overcome, it
becomes increasingly important to understand any funda-
mental atomic physics limitations on gate fidelity, which is to
say those that are inherent to a particular architecture.
For the case of stimulated-Raman laser-driven gates on

trapped ion qubits, spontaneous emission error during gates
is a chief source of infidelity. This process occurs when a
far-off-resonant laser photon is incident and another photon
is spontaneously emitted, resulting in the ion either
returning to its initial state (spontaneous Rayleigh scatter-
ing) or transitioning to a different state (spontaneous
Raman scattering, SRS) [7–13]. In SRS, the spontaneously
emitted photon carries information about the ion internal
state, thereby limiting the achievable fidelity. Spontaneous
Rayleigh scattering can also effect two qubit gate fidelity, but
to a lesser amount and was not a focus in this Letter [11,14].
Previous models of this process, here referred to as the

constant density of states approximation (CDA) [9,10]
posited the existence of a fundamental atomic physics
lower limit εD∞ to the achievable gate infidelity due to
spontaneous scattering to the metastable 2DJ states present
in commonly used species. However, a recent treatment
(referred to here as the “Moore et al. treatment”) of photon
scattering [14] that includes the frequency dependence of
the density of states (see also Ref. [12]) predicts no such
fundamental atomic physics limit.
In this Letter, we measure spontaneous Raman scattering

of a trapped 133Baþ ion qubit under laser illumination
(Fig. 1). Our results disagree with CDA models of the
scattering process, but agree with the Moore et al. treat-
ment. In what follows, we detail a model of the scattering

process that reproduces the main features of the experi-
ment, describe the experimental approach and results, and
discuss implications for trapped ion quantum information
processing.
The salient features of the observed scattering rate can be

understood with a model that stops short of the Moore et al.
treatment. Using second-order perturbation theory, the
scattering rate from initial state jii (with energy ℏωi) to
final state jfi (ℏωf) through the intermediate states jki
(ℏωk) can be estimated as

Γi→f ¼ E2
0

4ℏ2

ω3
scΘðωscÞ
3πϵ0ℏc3

X

q

����
X

k

hfjdqjkihkjdljii
ωik − ωl

����
2

: ð1Þ

(a) (b)

FIG. 1. (a) 133Baþ level structure. The SRS photon frequencyωsc
varies depending on the laser frequency ωl and the decay channel
(wavy lines). (b) As the gate laser is detuned further to the red of the
intermediate resonance (ωli, i ¼ 1 → 3), the scattering rate to a
metastable state (Γi, proportional to ω3

sc) decreases until the error
channel is closed [see ω3

scΘðωscÞ in Eq. (1)].
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Here, ΘðxÞ is the Heaviside step function; ωsc ≡ ωl − ωif

is the scattered photon frequency, given by the difference
between the frequency of the incident laser photon ωl,
and ωif ≡ ωf − ωi; ωik ≡ ωk − ωi; dl ≡ d · ϵ̂l, and dq ≡
d · êq are components of the electric dipole operator
d≡P

j erj. The role of ΘðωscÞ is to enforce energy
conservation when the laser is too red to populate a
particular potential final state via single-photon absorption
[see Fig. 1(b)]. The applied laser, which we model as
monochromatic, produces an electric field at the ion of
EðtÞ ¼ ðE0=2Þðϵ̂le−iωlt þ ϵ̂�le

iωltÞ. The total spontaneous
Raman scattering rate is calculated by summing Eq. (1)
over all final states jfi with f ≠ i, omitting Rayleigh
scattering. The ratio of Rayleigh scattering error to
Raman scattering error for two qubit gates in barium is
roughly 5 × 10−3 and is not studied in this Letter [14].
Though this model, which we refer to as the ω3-theory
model, neglects emission-first processes, and we restrict
our basis to the five lowest electronic states, it reproduces
the observed scattering rate at the 10% level. Explicit
expressions for the SRS rates in the CDA and ω3-theory
models in terms of Einstein A coefficients are given in
Supplemental Material [15].
To empirically compare the scattering behavior of

trapped ions in the far-detuned regime to these theories,
we illuminate a trapped ion in a single initial quantum state
with far-detuned light and probe for internal state changes
induced due to SRS. Since far-off-resonance scattering is
rare, high-fidelity state preparation and measurement
(SPAM) is desirable to discern scattering from SPAM
errors, and we accordingly perform this measurement with
133Baþ [4]. Specifically, a single 133Baþ ion [see Fig. 1(a)] is
confined in a linear Paul trap with a minimum ion-electrode
spacing of 3 mm driven at Ω ¼ 2π × 2.6 MHz, resulting in
a radial secular frequency of ωr ¼ 2π × 230 kHz. Ions are
detected by imaging the laser induced fluorescence (LIF) of
the 2S1=2 to 2Po

1=2 transition at 493 nm through an objective
with a numerical aperture of 0.28. The ion is illuminated by
a Continuum Verdi-V10, 532 nm laser focused to a 1=e2

intensity radius w0 ≈ 40 μm centered on the ion with
optical power between 0.3 and 1.4 W. This wavelength
is a suitable choice for driving gates in both 2S1=2 g-type
qubits and 2D5=2 m-type qubits in 133Baþ [16]. The
polarization of the light is set to drive σþ transitions, with
a 0.5 mT magnetic field at the ion aligned antiparallel to the
laser beam k vector [17]. The laser intensity is determined
from a differential ac Stark shift measurement of the o-type
clock-state qubit defined on j2S1=2; F ¼ 1; mF ¼ 0i and
j2D5=2; F ¼ 3; mF ¼ 0i via narrow-linewidth optical spec-
troscopy at 1762 nm.
The total SRS rate measurement proceeds by first

preparing the ion in the j↑i≡ jF ¼ 0; mF ¼ 0i g-type
clock qubit state of the 2S1=2 manifold via optical pumping
[4]. The ion is then illuminated by the 532 nm laser for a

chosen exposure time between 4 and 11 ms, during which
the ion may spontaneously scatter a photon [see Fig. 1(a)].
Next, a 300 μs pulse of resonant 455, 585, and 650 nm light
is used to optically pump (“shelve”) the ion if it is in the
2S1=2ðF ¼ 1Þ or 2D3=2 manifolds to 2D5=2 with high fidelity
[4]. Finally, population in j↑i is measured by monitoring
LIF while Doppler cooling via 493 and 650 nm illumina-
tion for 8 ms, and a measurement that does not yield LIF
indicates that a SRS event occurred. An experimental pulse
sequence diagram is shown in Supplemental Material [15].
The fraction of such “dark” events recorded in the same
sequence without the 532 nm laser applied is subtracted
from the laser-on experiments to yield a background-
corrected probability of SRS events. Given the small
probability of a SRS event, the experiment is repeated
for > 5 × 104 measurements to collect sufficient statistics,
and the probability of multiple SRS events in a single
illumination time is negligible. The SRS rate to only the
2D5=2 manifold is measured in the same manner, omitting
the shelving step. For the total SRS rate measurement, the
observed background event probability was 6ð2Þ × 10−4,
primarily due to shelving errors. As the measurement of
scattering to 2D5=2 requires no shelving step, background
events are due primarily to state preparation errors, which
occur with probability 4ð4Þ × 10−5. A detailed explanation
of background events due to electron shelving is discussed
in Supplemental Material [15].
Figure 2(a) shows the measured total SRS rate plotted

against the differential laser ac Stark shift of the o-type
qubit and Fig. 2(b) shows the measured SRS rate into only
the 2D5=2 manifold. The scattering rate Γmeas is extracted
from the laser exposure time τl, and the background-
corrected, measured probability of scattering, Pmeas, as

FIG. 2. SRS rate Γ from 532 nm laser illumination (green)
versus differential o-type Stark shift δ. The upper grouping
(a) shows the total SRS rate, while the lower grouping (b) shows
rate for SRS into only 2D5=2. Black circles: Measurements of the
scattering rate. Red, dotted: CDA theory prediction. Black, solid:
Moore et al. treatment. Blue, dashed: ω3-theory prediction.
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Γmeas ¼ − ln ð1 − PmeasÞ=τl. The vertical error bars are
calculated from the Wilson score interval for the measured
scattering events [18]. The horizontal uncertainties are the
standard errors of the spectral peak center of the optical
spectra with and without the laser-induced Stark shift added
in quadrature (smaller than the width of the data markers
in Fig. 2).
A linear best fit is calculated using an orthogonal

distance regression [19], taking into account statistical
uncertainty in the measurements of the scattering rate
and the Stark shift frequency. The Stark shift is calculated
as a function of intensity and used to convert to laser
intensity [9]. The results are summarized in Table I. The
data show agreement within a standard error of the Moore
et al. treatment of spontaneous Raman scattering. The ω3-
theory prediction for the total SRS rate shows a 10% offset
due to the neglect of the emission-first terms that are
present in the Moore et al. treatment. The measurements are
in disagreement with the prediction of the CDA model,
particularly for the SRS rate to 2D5=2 states; this process
produces a lower energy photon ℏωsc than scattering to a
2S1=2 state, leading to the observed larger deviation of the
CDA from the data for the 2D5=2 SRS process.
To explore this disagreement further, the SRS branching

fraction to the 2D5=2 manifold, ηD5=2
≡ ΓD5=2

=ΓSRS was
separately measured, where ΓD5=2

and ΓSRS are the 2D5=2

and total SRS rates. Although the Stark shift of the laser
was used to monitor the intensity stability on the ion, the
result is independent of the intensity on the ion and is
simply a function of the gate-laser wavelength. Figure 3
illustrates the striking consequence of the inclusion of the
density of states ω3

sc factor (black trace). The CDA model
(red dashed trace) shows a large asymptotic value of
limωl→0ηD5=2

¼ 0.73, which implies nearly static fields
would show a significant branching fraction to 2D5=2, a
consequence that would require violation of energy con-
servation. In contrast, the ω3-theory model [Eq. (1)] shows
scatter to 2DJ smoothly becomes forbidden once the laser
frequency is less than the 2DJ transition frequency. The
measured value of the SRS branching fraction ηD5=2

¼
0.19ð1Þ is reproduced by the ω3-theory model (0.7σE), but
is incompatible with the CDA model (8.7σE)—here σE is
the standard error.
For quantum information applications, it is essential to

understand the fundamental atomic physics limit posed by

the far-detuned SRS events. For a stimulated-Raman
transition, the probability of an ion to undergo an SRS
event during the gate time τl for gate lasers indexed by j is

approximated by ϵ ≈ 1 − e−
P

j
τlΓj. For a typical single-

qubit gate (modeled here as a π pulse) with two Raman
beams, the gate time τ1q ¼ π=ð2jΩRjÞ, where ΩR is the
resonant, stimulated-Raman Rabi frequency. For a two-
qubit gate that traverses K loops in phase space, the gate
time is reduced by the coupling strength to the motional
sideband defined by the Lamb-Dicke parameter η, giving
τ2q ¼ π

ffiffiffiffi
K

p
=ð2ηjΩ0

RjÞ [20]. For two-qubit gates, three
beams may be used to produce two stimulated-Raman
couplings, with the most efficient coupling realized in a
counterpropagating configuration with two beams in one
direction and the third, with twice the intensity in the
opposite direction, increasing the Rabi rate Ω0

R by
ffiffiffi
2

p
compared to ΩR for four balanced beams. The scattering
rates Γj are given by Eq. (1), leading to single- and two-
qubit gate errors of, respectively:

ϵ1q ≈ 2τ1qΓ ¼ πΓ=jΩRj;
ϵ2q ≈ ð2Þ3τ2qΓ̃ ¼ 3π

ffiffiffiffi
K

p
Γ̃=ðηjΩ0

RjÞ: ð2Þ

Here, the expression for ϵ2q accounts for the fact that SRS
by either ion leads to an error, and Γ̃ is the scattering rate
from the average beam intensity.
Since the stimulated-Raman Rabi frequency ΩR is

proportional to the differential ac Stark shift, the fit results
from Fig. 2 can be used to calculate an empirical value for
the achievable error probability for a two-qubit gate at

TABLE I. Comparison of models with the measured value of
SRS rate vs laser intensity. Values are reported in units of SRS
rate ð10−9Þ s−1 per ðW=m2Þ intensity.

SRS type CDA ω3 [15] Moore et al. Measured

Total (ΓSRS) 1.65 1.37 1.52 1.52(5)
D5=2ðΓD5=2

Þ 0.48 0.25 0.29 0.28(2)

FIG. 3. The SRS branching fraction to the D5=2 manifold ηD5=2

as a function of laser frequency. Black, solid: Moore et al.
treatment. Red, dotted: CDA model. Blue, dashed: ω3-theory
prediction. The black point shows the result of 21 measurements
with the standard error displayed as error bars. The inset shows a
close-up view near the gate-laser frequency.
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532 nm [21]. In Fig. 4, we consider a two-qubit gate with
K ¼ 1 operating on a 2π × 5 MHz motional normal mode
and find that the inferred two-qubit gate error is
6.4ð2Þ × 10−5, in agreement with the Moore et al. theory
value of 6.6 × 10−5. This is in contrast to the value provided
in Table III of Ref. [10], where the CDA results in the
conclusion that errors below εD∞ ¼ ð1=2Þ1.46 × 10−4 ¼
7.3 × 10−5 (for a three beam configuration) detuned outside
the 2Po

J levels are not possible in Ba
þ under any conditions.

Further, for 532 nm, the CDA theory predicts an error of
1.05 × 10−4, also in disagreement with our measurement-
based estimate. Notably, the updated models as well as the
infidelity inferred from measurements with a 532 nm gate
laser reach below the 10−4 threshold anticipated for
efficient error correction [6]. With the removal of the
asymptotic error rate predicted by the CDA model, addi-
tional reductions to the SRS error rate can be found by, for
example, choosing a gate laser further red detuned from the
2Po

J levels.
In summary, the Raman scattering rate of 133Baþ under

illumination by laser light at 532 nm was studied and found
to be smaller than previously predicted. The observed
scattering rate agrees with more recent and more complete
models, with the difference in models largely due to the
inclusion of the scattered photon density of states. This
result has important consequences. For example, in contrast
with previous predictions for laser-based gates, there is no
fundamental atomic physics limit to achievable gate error
from spontaneous Raman scattering for trapped ion quan-
tum processing since ϵ2q → 0 as ωl → 0. Also, in contrast
with previous predictions [10], gate errors below 10−4 are

achievable in 133Baþ at the technologically convenient
wavelength of 532 nm.
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