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We present a new method for coherent control of trapped ion qubits in separate interaction regions of a
multizone trap by simultaneously applying an electric field and a spin-dependent gradient. Both the phase
and amplitude of the effective single-qubit rotation depend on the electric field, which can be localized to
each zone. We demonstrate this interaction on a single ion using both laser-based and magnetic-field
gradients in a surface-electrode ion trap, and measure the localization of the electric field.
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Trapped-ion systems are a leading platform for quantum
computation due to their excellent coherence properties
[1,2] and high-fidelity single- [3] and two-qubit [4–7]
operations. A promising route toward a larger-scale
trapped-ion quantum processor is the “quantum charge-
coupled device” architecture [8,9], where ions are stored in
separate interaction zones. The ions are transported using
time-dependent electric potentials applied to neighboring
electrodes, e.g., to bring them to specific zones for
individually addressed single-qubit operations, as required
for universal computation [10]. To minimize the overall
computation duration, these individually addressed oper-
ations can be performed in parallel [11], which requires
local control of the phase and amplitude of the qubit drive
field resonant with the qubit frequency.
Local single-qubit operations are commonly performed

using lasers, focused on individual ions [12], or routed to
each zone via integrated optics [13,14]. As the wavelengths
of the lasers required (∼500 nm) are typically much smaller
than the distances between trapping zones (∼0.1–1 mm),
crosstalk can be minimized. While laser-free methods using
magnetic fields have been used for global single-qubit
rotations [15], localizing this field to individual zones
or ions is a challenge due to the long wavelengths
of the microwave and radio frequency fields required
(∼1 mm − 1 m). Instead, individual ions in a global
field can be addressed by separating them in frequency
space. Confining the ions close to a current-carrying
electrode [8,16] or a permanent magnet [17] can achieve

significant spatial variation of the magnetic field over
typical ion separations (∼1–10 μm). Static magnetic field
gradients can create a differential Zeeman shift [17,18], or
oscillating magnetic-field gradients can induce differential
ac Zeeman shifts on the qubits [6,19]. Multiple tones can
also be used to coherently cancel magnetic fields at some
ions but not others [19,20].
For each of these methods, qubit control in each zone is

accomplished by modulating the amplitude and phase of
the driving laser or magnetic field [see Fig. 1(a)]. When
scaling to large devices, these modulators would ideally be
integrated into the trap to minimize the number of separate

FIG. 1. Fully parallel qubit control in a multizone trapped-ion
processor. Ions (blue) with qubit frequency ω0 are trapped in
multiple zones, where the confining potential in one dimension is
generated by static voltages on dc electrodes (shown in gray).
(a) Existing methods achieve fully parallel control by locally
modulating the qubit drive amplitude Ai and phase ϕi. (b) With
our scheme, fully parallel control is achieved by local electric
fields oscillating at frequency ωe with amplitude Ei and phase ϕi.
These fields drive the ion motion and, when combined with a
single source that drives a global gradient at frequency ω0 þ ωe
or ω0 − ωe, enable local single-qubit control. The electric field
can be generated by applying an oscillating voltage to a single dc
electrode per zone.
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optical or electronic signals, oscillating close to the qubit
frequency, that need to be routed to the chip. Ion traps with
integrated modulators that offer amplitude and phase
control have yet to be demonstrated; this integration would
significantly increase the complexity of the device and its
fabrication [21,22]. A control method that leverages the
already existing infrastructure for the delivery of static or
oscillating voltages to trap electrodes would vastly simplify
this problem.
Instead of modulating the qubit drive, such voltages

applied to the trap electrodes can generate electric fields
that modulate the ion motion. For example, when the ion is
shifted off the radio frequency null in a Paul trap, the
electric field at the trapping frequency drives micro-
motion that modulates the fields seen by the ion [23].
This micromotion can be used for addressing using
lasers [24], or in combination with a magnetic-field
gradient [19,25]. However, as there is usually only one
trap drive that defines the micromotion frequency and
phase, there is no local phase control, and any uncompen-
sated electric fields that move the ion off the radio
frequency null can lead to crosstalk. There has also been
a recent proposal of using an electric field in combination
with spin-dependent forces for addressing [26], but the
phase of the interaction is governed by the global gradient
rather than the local electric field.
Here, we present a new method of performing single-

qubit rotations using a spin-dependent gradient in combi-
nation with an applied electric field. The phase and
amplitude of the operation can be controlled by the phase
and amplitude of the electric field, enabling control of
multiple zones in parallel, where each zone has its own
local electric field as shown in Fig. 1(b). The frequency of
the electric field can also be used to compensate for any
qubit frequency shifts between different zones. Further,
even relatively small oscillating voltages applied to existing
electrodes can generate the required ion motion, simplify-
ing control integration and scaling. We demonstrate and
characterize this method using a single ion in a surface-
electrode ion trap and measure the localization of the
electric field.
We apply an oscillating gradient and an electric field to a

single ion, generating the interaction

Ĥ ¼ ℏΩgσ̂i cosωgtðâþ â†Þ þ ℏΩe cos ðωetþϕeÞðâþ â†Þ;
ð1Þ

where the first term corresponds to a spin-dependent
gradient with coupling strength Ωg oscillating at a fre-
quency ωg. This gradient couples the internal states of an
ion to its motion via the Pauli spin operator σ̂i, where
i ∈ fx; y; zg, and the creation (annihilation) operator â†

ðâÞ. The second term describes the effect of the electric
field with coupling strength Ωe ≡ qEr0=ℏ, where the ion
charge is q, the electric field amplitude along the motional

mode is E, r0 is the ground state extent of the ion motion,
and ℏ is the reduced Planck constant. This electric field is
oscillating at frequency ωe with a controllable phase ϕe
relative to the gradient term. In contrast to the spin-
dependent gradient term, the electric field exerts a spin-
independent force on the ion.
To evaluate the dynamics, we first go into the inter-

action picture with respect to the bare Hamiltonian
Ĥ0 ¼ ℏω0σ̂z=2þ ℏωmâ†â, where ω0 and ωm are the qubit
and motional frequencies, respectively. We further
transform into the interaction picture with respect to the
electric field term in Eq. (1). To perform single-qubit
rotations, i ∈ fx; yg, and the gradient frequency should be
ωg ¼ ω0 � ωe. For i ¼ x, the interaction Hamiltonian, after
dropping faster-rotating terms, is

Ĥeff ¼
ℏΩgΩeωm

2ðω2
e − ω2

mÞ
ðcosϕeσ̂x ∓ sinϕeσ̂yÞ; ð2Þ

which drives single-qubit rotations with an effective Rabi
frequency Ωeff ≡ΩgΩeωm=ðω2

e − ω2
mÞ and phase ∓ ϕe

[27,28]. This interaction, henceforth referred to as the forced
motion sideband, can beviewed as involving an off-resonant
driving [29] of the mechanical motion of the ion due to theE
field with an amplitude that is proportional to 1=ðω2

e − ω2
mÞ.

As the gradient couples the spin to the motion, the driven
motion can lead to effective spin-flips when the gradient is
detuned from the qubit frequency by the electric field
frequency. Crucially, the phase and amplitude of the forced
motion sideband are both controllable with the applied
(local) electric field.
We implement this scheme in a cryogenic surface-

electrode trap at 5 K. We trap a single 40Caþ ion
approximately 80 μm above the chip surface while
applying a static magnetic field of ≈9 mT. The
information is encoded in either the Zeeman qubit
j↓i ≡ 42S1=2jmJ ¼ −1=2i, j↑i ≡ 42S1=2jmJ ¼ þ1=2i,
or the optical qubit j↓oi ≡ 42S1=2jmJ ¼ þ1=2i,
j↑oi≡ 32D5=2jmJ ¼ þ5=2i. We use the field from an
integrated microwave electrode to manipulate the
Zeeman qubit (ω0=2π ≈ 250 MHz), and a 729 nm laser
locked to a high finesse cavity to drive the optical transition
as shown in Fig. 2(b). The motional mode frequencies are
ðωx;ωy;ωzÞ=2π ≈ ð1.0; 2.6; 2.8Þ MHz. The axial mode
frequency is ωx, while ωy and ωz denote the frequencies
of the two radial modes, which are oriented approximately
45° to the trap surface. For these experiments, we cool all
the motional modes to close to the ground state. We achieve
an average motional mode occupation of n̄ ≈ 0.3 for the
axial mode and n̄ < 0.1 for the radial modes. The heating
rate on the low frequency radial mode, which is most
relevant for experiments presented here, is about 20 quanta
per second.
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The forced motion sideband requires both a
spin-dependent gradient and an electric field. For the
spin-dependent gradient, we apply a microwave gradient
of ∼3 T=m along the radial motional modes or ∼0.5 mW
of the 729 nm laser using a 1=e2 beam radius of 25 μm.
These values correspond to Ωg=2π ¼ 0.5 kHz or 1 kHz for
the microwave and laser, respectively. Using the 729 nm
laser, the spin-dependent gradient arises from the spatial
variation of the quadrupole coupling on the S ↔ D
transition [30]. We drive the forced motion sideband at
frequency ωg ¼ ω0 þ ωe. We create the electric field by
applying an oscillating voltage from an arbitrary waveform
generator (AWG) to a nearby dc electrode, as shown in
Fig. 2(a). For the dc electrodes, we use a two-pole RC filter
with a cutoff frequency of about 300 kHz. As the electric
field has a frequency close to the motional mode, we
smoothly ramp the voltage on and off to minimize any

residual motional excitation after the pulse [28]. We
employ square pulses for the spin-dependent gradients,
either from the 729 nm laser or the microwaves, that turn on
after the electric field has finished ramping.
First, we demonstrate Rabi flopping via the forced

motion sideband using either the microwave gradient or
the 729 nm laser as shown in Fig. 2(c). For these data, we
apply an oscillating electric field with frequency
ωe=2π ¼ 2.5 MHz, −100 kHz detuned from the radial
mode at 2.6 MHz. With the microwave gradient, we use
an electric field of E ¼ 1.2 V=m, as estimated from
independent measurements on the lower-frequency radial
mode [28]. This electric field corresponds to an oscillating
voltage with amplitude 3 mVon the dc electrode. With the
729 nm laser, we set the electric field to 0.6 V=m, such that
the forced motion sideband has an effective Rabi frequency
Ωeff=2π ≈ 5 kHz for both methods. We observe a decay in
the contrast of the Rabi oscillations when using the 729 nm
beam, consistent with the measured laser coherence time of
about 1 ms.
We characterize the dependence of the forced motion

sideband interaction on the electric field parameters in
Fig. 3. For the data in this figure, we only use the
interaction with the microwave gradient. Figures 3(a)
and 3(b) show that the forced motion sideband Rabi
frequency Ωeff can be set by the amplitude of the electric
field, or the detuning of its frequency ωe from the motional
modes. In addition, the electric field phase ϕe sets the phase
of the forced motion sideband as seen in Fig. 3(c). The
frequency of the electric field ωe can compensate for any
differences in the qubit frequency in different zones.
Keeping the gradient frequency ωg fixed, we can vary
ωe to drive the forced motion sideband resonantly when
ωg − ωe ¼ ω0 [see Fig. 3(d)].
Lastly, we investigate the localization, or spatial varia-

tion, of the electric field. We apply the oscillating voltage to
a fixed electrode and measure Ωeff at different positions
along the trap axis as shown in Fig. 4. At each point, we
ensure that the mode orientations and frequencies are kept
constant by adjusting the static confining potential.
Figure 4 also includes simulation data based on a trap
model that only considers a voltage applied to a single
electrode. The discrepancy between the data and the model
is consistent with pickup on the order of a few percent on
other trap electrodes. We expect that this pickup can be
significantly reduced by careful design of the trap struc-
tures and the electrical routing path to minimize capacitive
couplings between electrodes. About 450 μm away from its
initial position, we observe a factor of 7 suppression inΩeff .
This suppression can be increased by moving the ion
further away, or driving two neighboring dc electrodes
simultaneously out of phase, which would reduce the
electric field projection onto the radial modes of ions in
distant zones. The orientation and frequency of the
motional modes in each zone also provide additional

FIG. 2. Experimental implementation. (a) Top view of surface-
electrode trap section. The total length of the trap chip is about
5 mm, with an active region of 1.5 mm comprising 15 electrode
pairs. We use a surface-electrode trap with a single 40Caþ ion
(blue, not to scale) trapped approximately 80 μm above the
surface. We apply an oscillating voltage to one of the outer dc
electrodes to generate an oscillating electric field at the ion. The
forced motion sideband also requires a spin-dependent gradient;
we additionally apply a current to the integrated microwave
electrode to create a magnetic-field gradient, or use a 729 nm
laser beam. Additional dc electrodes on either side of the trap are
omitted. (b) Simplified level diagram of 40Caþ. We use either the
j↓i; j↑i Zeeman qubit, or the j↓oi; j↑oi optical qubit. (c) Rabi
flopping using forced motion sidebands with either a microwave
gradient (blue circles) or a 729 nm laser beam (red squares). The
ion is initialized in the j↑i ¼ j↓oi state. We plot the population of
the j↑i state versus the pulse duration of the forced motion
interaction. Lines are sinusoidal fits with an exponential decay.
Error bars indicate 68% confidence intervals.
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degrees of freedom to reduce the strength of the interaction
in the nontarget zone. Additionally, this crosstalk results in
a coherent error and can be corrected with additional
pulses.

In this proof-of-principle demonstration, Ωeff is limited
to ∼10 kHz partly due to the low amplitude of the applied
gradient. For example, increasing the microwave gradient
to 100 T=m would increase Ωeff to ∼300 kHz with our
parameters. Such large gradients are already a requirement
for fast, high-fidelity two-qubit gates. Increasing the
amplitude of the forced ion motion can also increase
Ωeff . One can apply a larger oscillating voltage to the
driving electrode or tune ωe closer to a motional mode
frequency. The larger ion motion increases the sensitivity to
anharmonicities in the trap potential, which can lead to
additional errors. Tuning closer to resonance increases the
pulse shaping requirements [28] and the sensitivity to mode
frequency fluctuations.
Thus far, we have only discussed the use of this method

for addressing qubits in separate zones. To address qubits
within the same zone, an electric field driving modes other
than the center-of-mass mode could be used. For example,
a differential electric field that drives the forced motion
sideband on the out-of-phase mode of a two-ion crystal can
be used to generate a differential Rabi frequency between
the two ions.
Finally, while the effective Hamiltonian in Eq. (2) acts

only on the qubit, ion temperature has a second-order
influence on the dynamics [26]. We verify numerically
[28,32] that this effect results in infidelities below the 10−4

level for a thermal state with n̄ ¼ 1. Further numerical and

FIG. 3. Local control of the forced motion sideband with the electric field. (a) The effective Rabi frequency Ωeff versus the amplitude
setting of the AWG used to generate the oscillating voltage, with ðωe − ωyÞ=2π ¼ −100 kHz. The blue line is a linear fit to the first five
data points, following Eq. (2). The discrepancy at larger amplitudes is likely due to nonlinearities in the signal chain. (b) Ωeff versus the
detuning of the electric field frequency ωe from the motional modes. Using an electric field amplitude of E ¼ 1.8 V=m at the ion, we
vary ωe, while simultaneously adjusting the microwave gradient frequency to ω0 þ ωe. At zero detuning, ωe=2π ¼ ωy=2π ¼ 2.6 MHz.
The second resonance corresponds to the other radial mode at ωz=2π ¼ 2.8 MHz, for which the electric field projection is lower. The
orange line is a fit based on Eq. (2), but includes contributions from both radial modes. For the plots in (a) and (b), we determine Ωeff
from Rabi flopping data [e.g., Fig. 2(c)]. (c) Dependence of the forced motion sideband phase on the electric field phase ϕe. Starting in
the j↑i state, we perform two π=2 pulses using the forced motion sideband and vary ϕe in the second π=2 pulse. We plot the population
in the j↑i state versus ϕe and the green line is a sinusoidal fit. For these data, E ¼ 1.8 V=m and ðωe − ωzÞ=2π ¼ 100 kHz.
(d) Population remaining in the initial j↑i state versus electric field frequency ωe. For these data, we keep the microwave gradient at a
fixed detuning of 2.1 MHz from the qubit frequency. When ωe=2π ¼ 2.1 MHz, we drive spin-flips resonantly. We fit a Rabi line shape
to the data [31]. Error bars indicate 68% confidence intervals, which are about the size of the data points for (c) and (d).

FIG. 4. Localization of the electric field. We plot the effective
spin-flip Rabi frequency Ωeff versus the position of the ion along
the trap axis. For these data, we use a microwave gradient in
addition to the electric field to generate the forced motion
sideband interaction. The electric field amplitude is approxi-
mately 3 V=m with ðωe − ωyÞ=2π ¼ −100 kHz. At 0 μm, the
ion is aligned with the dc electrode the oscillating voltage is
applied to and therefore experiences the largest electric field. The
blue dashed line indicates the expected behavior based on a
simulation of a voltage applied to a single electrode. The error
bars are smaller than the data points.

PHYSICAL REVIEW LETTERS 131, 020601 (2023)

020601-4



experimental work is necessary to verify the performance
of the forced motion sideband, especially for ions in
anharmonic potentials. As reducing the motional excitation
of the ion decreases this effect and the second-order
temperature dependence, we expect that these errors can
be reduced to an arbitrary degree by decreasing the
magnitude of the electric field or increasing its detuning
at the cost of the strength of the interaction.
In conclusion, we have introduced a new method of

driving single-qubit rotations in trapped ions using a spin-
dependent gradient and an electric field. The electric field
can be used to control both the amplitude and phase of the
single-qubit rotations. We have demonstrated this method
experimentally, generating the spin-dependent gradient
with a microwave field from an integrated current-carrying
electrode or a laser on a quadrupole transition. This method
is also applicable to two-photon Raman transitions [8]
and can be used with other charged particles such as
molecular [33] or highly charged ions [34,35] or
electrons [36]. With the local control offered by the electric
field, a single gradient could drive single-qubit rotations
simultaneously in multiple zones of a trapped-ion quantum
processor, each with their own controllable amplitude,
phase, and even frequency. The use of a single gradient
is readily applicable to experimental implementations that
use a single laser source routed into different zones for
parallel operations [37], or a global magnetic-field gradient
from current-carrying electrodes. Further, this scheme
imposes minimal additional hardware requirements and
leverages the existing infrastructure in modern ion traps,
namely applying fast voltage waveforms to dc electrodes
for shuttling [38,39]. Future work will focus on increasing
the speed of these operations and characterizing parallel
operations on ions in separate zones.

We would like to thank David Wineland for insightful
discussions, and are grateful to the entire Oxford Ionics
team for their support.
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