
Anomalous High-Temperature Magnetoresistance in a Dilute 2D Hole System

Arvind Shankar Kumar , Chieh-Wen Liu, Shuhao Liu , and Xuan P. A. Gao *

Department of Physics, Case Western Reserve University, 2076 Adelbert Road, Cleveland, Ohio 44106, USA

Alex Levchenko
Department of Physics, University of Wisconsin-Madison, Madison, Wisconsin 53706, USA

Loren N. Pfeiffer and Kenneth W. West
Department of Electrical Engineering, Princeton University, Princeton, New Jersey 08544, USA

(Received 4 April 2022; revised 15 August 2022; accepted 2 June 2023; published 26 June 2023)

We report an unusual magnetoresistance that strengthens with the temperature in a dilute two-
dimensional (2D) hole system in GaAs=AlGaAs quantum wells with densities p ¼ 1.98 − 0.99 ×
1010=cm2 where rs, the ratio between Coulomb energy and Fermi energy, is as large as 20–30. We
show that, while the system exhibits a negative parabolic magnetoresistance at low temperatures (≲0.4 K)
characteristic of an interacting Fermi liquid, a positive magnetoresistance emerges unexpectedly at higher
temperatures, and grows with increasing temperature even in the regime T ∼ EF, close to the Fermi energy.
This unusual positive magnetoresistance at high temperatures can be attributed to the viscous transport of
2D hole fluid in the hydrodynamic regime where holes scatter frequently with each other. These findings
give insight into the collective transport of strongly interacting carriers in the rs ≫ 1 regime and new routes
toward magnetoresistance at high temperatures.
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Magnetoresistance (MR)—the change in a material’s
resistivity with the application of a magnetic field—is one
of the most basic tools to probe the quantum nature of
materials, which is also of crucial importance to device
applications in the form of magnetic sensors [1,2], mag-
netic memory [3], and energy-efficient computing [4,5]. It
is also an important fundamental probe of material proper-
ties, and has been essential in the discoveries of integer and
fractional quantum Hall effects [6,7], spin Hall effect [8],
Aharanov-Bohm effect [9], weak localization and anti-
localization effects [10], and many more. It can also be used
to investigate the Fermi liquid (FL) nature of electronic
materials—e.g., in the FL paradigm, a negative parabolic
MR is expected when a perpendicular magnetic field B is
applied to an interacting 2D electronic system at low
temperatures [11–14], due to electron-electron (EE) or
hole-hole (HH) interactions. This has subsequently
been observed in many 2D electronic systems such as
GaAs=AlGaAs heterostructures [15,16] and more recently
in 2D materials like InSe [17] and epitaxial graphene [18],
further lending to the success and ubiquity of FL theory.
However, as temperature increases, all these quantum MR
effects disappear.
Recently, FL analysis of carrier transport has been

extended to the so-called hydrodynamic regime, where
quasiparticles interact with each other more frequently than
with phonons, impurities, or the sample boundaries [19–
25]. In this case, the frequent EE=HH collisions have been

shown to create collective behavior that is analogous to a
classical viscous fluid. Signatures of viscous behavior in
electron and hole transport and their effect on MR has been
a popular direction of current research in different Dirac
electron systems in which the disorder-limited carrier mean
free path is very long such that the hydrodynamic regime
can be accessed [20,22,26–31].
For 2D electron systems (2DES) or 2D hole systems

(2DHS), the interaction effects are expected to be strong in
the low-density regime since in 2D, rs ¼ 1=ða� ffiffiffiffiffiffi

πp
p Þ with

p as the electron or hole density and a� ¼ ℏ2ϵ=m�e2 as the
effective Bohr radius. Thanks to the tunable carrier density,
and thus interaction strength, low-density 2DES=2DHS in
semiconductor heterointerfaces with high mobilities have
attracted great interest in studying strong Coulomb inter-
actions induced phase transitions and breakdown of FL
phases [32–39]. For example, in the discussions of the
metal-insulator transition in 2D systems with high rs [40],
the applicability of conventional Boltzmann transport of FL
has been challenged and new transport mechanisms like
hydrodynamic transport have been suggested [19,41].
In this Letter, we find an unusual positive MR that

increases with temperature in a strongly correlated 2DHS
with rs ∼ 20–30, in a high-temperature regime where the
conventional quantum transport effects of FL have been
suppressed. We further find this MR to be consistent with
predictions of viscous MR in the hydrodynamic regime.
Our results give new insight into the FL transport theory in
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strongly correlated 2D electronic systems and also provide
a new possible route to high-temperature MR.
Our experiments were performed on the modulation-

doped p-type GaAs quantum wells (QWs) with 10 nm
thickness. The samples were grown on (100) GaAs wafer
(samples 1–3) or (311) GaAs wafer (sample 4) with
Al0.1Ga0.9As barriers and symmetrically placed Si delta
doping layer 200 nm away from the QW, creating a high
mobility, low-density 2DHS in the GaAs QW [see Fig. 1(a)
for device structure]. The hole density of the samples
without gating was p ∼ 2 (for this Letter, hole densities are
in units of 1010=cm2) and the low-temperature mobility was
μ ∼ 1–2 × 105 cm2=Vs over the density range explored.
The carrier density is tuned (p ∼ 1–2) using a back gate
placed approximately 150 μm away from the 2DHS, so that
screening of Coulomb interactions due to the back gate is
negligible (see Methods section for further fabrication and
measurement details [42]). The samples are cut into 3 mm
wide Hall bars with an effective length defined by longi-
tudinal voltage contacts that are separated by ∼5 mm.
In Fig. 1(a), we plot the temperature-dependent resis-

tivity ρxxðTÞ for our 2DHS sample (for clarity, all data
presented in the main text are from sample 1 except where
explicitly stated). We observe a nonmonotonic behavior
that crosses over from insulatinglike behavior at high
temperatures to metallic behavior at low temperatures.
This sign change in ∂ρ=∂T has been previously observed
over this density range in samples of similar mobility
[33,40,51] and was a subject of active discussion in the
context of 2Dmetal-insulator transition [40,41]. Figure 1(b)
shows longitudinal magnetoresistivity ρxxðBÞ—the focus of
our study—at 95 mKwhere, in addition to dips correspond-
ing to quantum Hall states at higher perpendicular magnetic
field B, we observe a clear negative parabolic MR at
B≲ 0.2 T over the entire density range. The temperature

evolution of the observed parabolic MR in Fig. 1(b) is
plotted for different densities and additional samples
are plotted in Figs. S2 and S3 in Supplemental Material
(SM) [42].
While the Drude model of noninteracting electrons

predicts zero MR, a B-independent correction δσ to the
longitudinal Drude conductivity combined with the Drude
magnetoconductivity, which has a 1=½1þ ðμBÞ2� depend-
ence, will lead to a parabolic MR whose magnitude is
determined by δσ as given by

ρxx ¼
1

σ0

�
1 − ½1 − ðωcτÞ2�

δσ

σ0

�
: ð1Þ

In the interaction correction theories of FL [11,13,14,52],
negative parabolic MR behavior are often attributed to the
interaction correction δσ. Although for our system with
rs ≫ 1, it is not clear that interaction effects can be treated
as perturbative corrections, we can still extract a correction
δσ to the conductivity according to Eq. (1) from the
observed parabolic MR data and compare to relevant
theories. The extracted δσ from the observed negative
parabolic MR are plotted versus temperature T for various
densities in Fig. 2. Note that during the fitting process, δσ is
the only parameter fitted from the curvature of the B2

dependent ρxxðBÞ at a given T after we substitute ωcτ with
μB and σ0 with peμ which cancels the unknown μ or τ. We
observe that δσðTÞ gives a negative correction that tends to
make the system more insulating, and the magnitude of the
correction increases as we lower the density. Also, the T
dependence of the correction δσðTÞ seems to follow
the lnT dependence at lower temperatures (Fig. 2) and
diminishes toward zero as T increases (inset of Fig. 2),

FIG. 1. (a) ρxxðTÞ versus temperature T for the 2DHS confined
in QW, plotted for various hole densities p listed in the figure, in
the range 0.99–1.98 × 1010=cm2 [values listed in (b)]. Values of
EF (in units of kB) for each density are marked in red on the
curves. Inset: GaAs=AlGaAs 10 nm QW device structure (side
view) and device schematic. (b) ρxxðTÞ versus magnetic field B,
applied perpendicular to the 2DHS plane, at T ¼ 95 mK for the
densities listed in the figure. Black solid lines correspond to fits to
the B2 dependence.

FIG. 2. Correction to the conductivity δσðTÞ extracted from the
MR data using Eq. (1), plotted versus temperature for the
densities (from top) p ¼ 1.98, 1.54, 1.41, 1.28, 1.13, 0.99. Inset:
δσðTÞ data enlarged to show the high temperature range and
plotted in linear scale. Dashed line corresponds to fit to 1=

ffiffiffiffiffiffi
Tτ

p
dependence for the p ¼ 1.41 over the T ≥ 0.3 K range.
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qualitatively similar to the expectations of interaction
corrections in the FL theory [13,43,52]. However, the
negative sign (and insulatinglike nature) of δσðTÞ is
opposite to the strong metallic trend of the system within
this temperature range. Moreover, a detailed analysis of
δσðTÞ and Hall data using FL theories covering both
diffusive and ballistic regimes (see Methods section in
SM [42]) yields unphysical behavior of the FL parameter
Fσ
0 (see Figs. S4, S5 in SM [42]) despite the fact that the T

dependence may be described by the lnT and 1=
ffiffiffiffi
T

p
behavior as the FL interaction correction theories expect
[13,43]. We conclude that although the FL interaction
corrections can explain the negative parabolic MR at low
temperatures, it is not the dominant cause for the overall
metallic conductivity of the system at low T.
In light of this, we plot σ − δσ versus T, in Fig. 3 to

examine the behavior of the system’s raw conductivity
without the correction part. The raw conductivity shows a
strong metallic temperature dependence at low temper-
atures (T ≲ 0.4 K), which cannot be attributed to quantum
corrections as discussed above. Classical single-particle
scattering effects like hole-phonon scattering is also not
relevant in this temperature and density range (see Fig. S6
in SM [42] for scattering length calculations). In fact, at the
lowest density p ¼ 0.99, we see that δσ constitutes a
relatively large fraction (∼30%–40%) of the conductivity
at the lowest temperature, but this fraction consistently
reduces at higher density when the system is more metallic

and is close to zero at p ¼ 1.98. At the same time, at high
temperatures (∼0.4–1 K) where the quantum correction
effects are essentially absent, the system exhibits an
unusual insulatinglike temperature dependence [also see
the data showing decreasing resistivity at high T in
Fig. 1(a)]. In this regime, since the system’s carrier density
is low and temperature T ∼ EF—the Fermi energy (in units
of kB)—it was speculated that the increasing σ or decreas-
ing ρ with T is due to the T-dependent viscosity of a
correlated fluid in the “semiquantum” regime, in analogy to
helium-3 fluid at T ∼ EF [44]. Yet there has been no further
experimental test of this idea of understanding the transport
in a high rs 2D system using hydrodynamics which we
address below.
In conducting materials, the electronic hydrodynamic

transport regime is typically seen at relatively high temper-
atures, where the quasiparticle-quasiparticle scattering
length (HH scattering in our case) lHH is shorter than
the mean free path l due to momentum-relaxing collisions
(e.g., with impurities, phonons, etc.) [19,41]. Interestingly,
for our strongly correlated 2DHS system with high mobil-
ity, we find that the criterion lHH < l is satisfied at
T > 0.4 K, where σ increases with T, as marked in
Fig. 3 (further discussion of lHH and l in SM, Fig. S6
[42]). Surprisingly, in the high-T regime, we find that the
MR does not disappear as in the standard classical Drude
theory which predicts zero MR. Instead, a positive MR
emerges at low B and grows stronger as T increases and this
positive MR also appears to follow a parabolic B depend-
ence as shown in Fig. 4(a) for p ¼ 1.54 and p ¼ 0.99.
Remarkably, the positive MR in the hydrodynamic regime
keeps increasing with temperature even at temperatures

FIG. 3. σ − δσ, conductivity without the correction term,
plotted versus T for the densities listed in Figs. 1 and 2. The
color of each point indicates γ ¼ ðkBT=ℏ=τÞ values, as shown in
the inset color map, and color of the dashed line along the points
indicates corresponding density values as in Fig. 2. The solid
lines are a plot of measured σ vs T for the corresponding densities
[same data as in Fig. 1(a)]. The blue dashed line indicates the
temperature above which lHH < l for the respective curves and
the shaded region indicates the corresponding hydrodynamic
transport regime where Drude conductivity with corrections no
longer applies (see Methods section in SM [42]).

FIG. 4. (a) MR [¼ ΔρðBÞ=ρð0Þ (%)] versus B at p ¼ 1.54 (top)
and p ¼ 0.99 (bottom) plotted for T ¼ 0.2–0.9 K. Dashed lines
are fits to B2 dependence of low-field data (−0.1 T < B < 0.1 T)
for corresponding temperatures. (b) Color plot of MR(%) versus
B and T (for sample 4 at p ¼ 1.13) up to T ¼ 2 K. Blue and
green arrows indicate temperatures above which lHH ≲ l and
lHH ≲ d, respectively, and the black arrow marks T ¼ EF.
(c) Temperature dependence of hole viscosity—extracted from
fitting the MR at high T as in (a) using Eq. (2), at different hole
densities listed in figure. The solid lines are a guide to the eye.
Blue and red dashed lines correspond to η ∝ ð1=TÞ and η ∝
ð1=T2Þ dependencies, respectively.
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higher than the Fermi temperature, as shown in Fig. 4(b) for
p ¼ 1.13 in a different sample. (The switching from
negative MR to positive parabolic MR in the hydrodynamic
regime at high T was observed for all the carrier densities
studied. Additional data can be seen in Figs. S3, and S7, S8
in SM [42]).
A MR that grows stronger with increasing temperature is

unusual, especially in the regime T ∼ EF where the
classical Drude behavior (i.e., zero MR) is expected [the
estimated Fermi energy is marked on Fig. 1(a) for different
densities]. To understand this, we therefore consider a
contribution to conductivity and MR from the viscous
fluidlike transport of holes in the hydrodynamic regime. In
a recent theoretical model [23], it was predicted that such
viscosity effects in a 2DES=2DHSwith long-range disorder
lead to a positive parabolic MR, whose temperature
dependence is due to the temperature dependence of the
viscosity of the electron or hole fluid. This regime occurs
above a characteristic temperature determined from the
condition lHHðTÞ ≲ d, where d is the distance to the
dopant-spacer layer, that marks the onset of hydrodynamic
behavior. The predicted MR has the form (in units
ℏ ¼ c ¼ 1)

ρ ¼ ρ0ðTÞ þ
lnðL=dÞ
2pηðTÞ B

2; ð2Þ

where L ≫ fl; 1=kFg is a large spacial length scale, ρ0ðTÞ
is the field-independent component of resistivity, and ηðTÞ
is the hole viscosity. The temperature evolution of the hole
viscosity can hence be extracted from the positive parabolic
MR in the high-T hydrodynamic regime, seen in Fig. 4(a)
for p ¼ 1.54 and p ¼ 0.99, using Eq. (2) (data from other
densities and sample are plotted in Figs. S7 and S8 in SM
[42]). In Fig. 4(b), we see that the onset of this positive
hydrodynamic MR coincides with the temperature range
where lHH ∼ l—marked by the blue arrow (lHH ∼ d is also
marked in the figure). Additionally, we also see from this
figure that this positive MR continues to grow in the regime
where T > EF, contrary to classical Drude MR or FL
interaction correction (see Fig. S8 in SM [42] for further
details). In Fig. 4(c), we plot the extracted hole viscosity at
a few different densities for the main sample discussed in
the Letter (similar trend of the viscosity for sample 4 is
presented in Fig. S9 in [42] where the sample was only
measured at a fixed density without gating).
Figure 4(c) shows a decreasing trend in the temperature

dependence of hole viscosity (a similar trend was also
observed over a larger temperature range in an additional
sample—see Figs. S8 and S9 in SM [42]). This T
dependence of viscosity extracted from the hydrodynamic
MR alone without using other information follows the
insulatinglike decreasing ρðTÞ over this high-temperature
range, as seen in Fig. 1(a) as well as Fig. S1 in SM [42], and
is thus consistent with the viscosity explanation [44] for this

puzzling insulatinglike temperature dependent ρðTÞ of
high-mobility 2D carriers with large rs in the semiquantum
regime where the temperature is high. Within the hydro-
dynamic description of transport one expects viscosity
ηðTÞ ∝ 1=T2 and ηðTÞ ∝ 1=T in the T < EF and T > EF
regimes, respectively (see Method section in SM [42]). Our
extracted viscosity follows ∝ 1=Tb with 1 < b < 2 and is
consistent with the fact that the temperature range where
the hydrodynamic MR emerges spans both T < EF and the
semiquantum regime T ∼ EF. The physical mechanism for
the decreasing temperature dependence of resistivity
(∂ρ=∂T < 0) in a viscous electron or hole fluid is known
as the Gurzhi effect and is a prominent signature of
hydrodynamic behavior in conducting systems [26,53]. It
has been observed in electrons in graphene, where a
temperature dependence of electron viscosity similar to
in Fig. 4(c) has been shown to agree with predictions of
many-body theory [54]. In our low-density 2D system, it is
known that ρðTÞ ∝ 1=T in the semiquantum regime T ∼ EF
[51], again consistent with the ρðTÞ being dominated by the
viscosity effect with ηðTÞ ∝ 1=T in this temperature
regime.
To summarize, the data in Fig. 2 are a signature of

magnetic field independent correction to the conductivity
of our rs ≫ 1 2DHS at low temperatures, as anticipated in
the standard FL theory of interaction corrections. However,
the behavior of extracted conductivity correction contra-
dicts the overall metallic conductivity behavior over this
temperature range (Fig. 3) and does not result in a
consistent Fσ

0 prediction. Interestingly, at higher temper-
atures, we also observe the emergence of a positive MR that
increases with T [seen clearly in Fig. 4(b) up to the T > EF
regime], contrary to conventional MR which becomes
weaker at higher T. In Fig. 4—along with the correspond-
ing discussion—we see a resolution of this novel positive
MR, along with the insulatinglike ρðTÞ at the higher
temperature, through the consideration of viscous MR in
the hydrodynamic regime, according to Ref. [23].
Therefore, we believe that we have reached a consistent
picture for both the unusual decreasing ρðTÞ and positive
MR in the high T regime through the hydrodynamic
viscosity effect. The unusual hydrodynamic MR that
becomes stronger at higher temperatures reported here
opens the door to a new way of understanding magneto-
transport phenomena and inducing magnetoresistance at
high temperatures in strongly correlated electronic systems.
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