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The density of states (DOS) is fundamentally important for understanding physical processes in organic
disordered semiconductors, yet hard to determine experimentally. We evaluated the DOS by considering
recombination via tail states and using the temperature and open-circuit voltage (Voc) dependence of the
ideality factor. By performing Suns-Voc measurements, we find that the energetic disorder increases deeper
into the band gap, which is not expected for a Gaussian or exponential DOS. The linear dependence of the
disorder on energy reveals the power-law DOS in organic solar cells.
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The dominant recombination mechanism in a solar cell is
intimately related to the ideality factor [1–3]. For inorganic
semiconductors, the closer the ideality factor gets to 2, the
more dominant the share of trap-assisted recombination [4].
This connection is more complex for organic materials used
in the state-of-the-art solar cells due to the energetic
disorder inherent to these systems, giving rise to wave
function localization. Consequently, charge carrier trans-
port and recombination in these disordered materials
strongly depend on the energetic distribution of localized
states [5–9]. If the density of states (DOS) can be
approximated by a Gaussian, the ideality factor becomes
unity and independent of temperature [9,10]. However,
temperature-independent ideality factors equal to 1 are yet
to be reported for organic donor-acceptor systems [11–14],
implying that the DOS is more complicated in these
materials [15–17].
In this Letter, we seek to unravel the real shape of the

DOS in a set of solar cells based on organic semiconductor
blends. To achieve this aim, we determine ideality factors
from temperature-dependent Suns-Voc measurements. We
connect the results to theoretical predictions by the multi-
ple-trapping-and-release (MTR) model [7,8,18,19], using
different combinations of the Gaussian and exponential
DOS functions [20–25] to describe the energetic state
distribution of electrons and holes. Depending on the shape
of the DOS and the dominant recombination mechanism,
the temperature dependence of the ideality factor differs
[9], which allows us to assign specific recombination

models to the investigated systems. We find that the
characteristic energy of the DOS distribution in these
organic solar cells depends on the energetic position within
the DOS, resulting in a power-law distribution of localized
states.
Current-voltage characteristics of a solar cell are usually

approximated by the diode equation [26]. The recombina-
tion rate R enters the diode equation via recombination
current density jrec, which at the open-circuit conditions
takes the form [27]

jrec ¼ e
Z

L

0

RðxÞdx ≈ eLR

¼ j0 exp

�
eVoc

nidkBT

�
: ð1Þ

Here L stands for the active layer thickness, j0 is the dark
saturation current density, nid is the ideality factor, Voc is the
open-circuit voltage, e is the elementary charge, kB is the
Boltzmann constant, and T is the temperature. To determine
the DOS, we evaluate the dependence of nid on R.
In organic disordered materials, the localized states in the

DOS that lie below the transport energy act as traps, which
capture mobile charge carriers [28]. Trapped charge
carriers can be thermally released and contribute to photo-
conductivity. During this process of multiple trapping and
release [7,8,18,19], some share of charge carriers recom-
bines and is lost to the photocurrent. In the MTRmodel, the
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fraction of the mobile charge carrier density is expressed
through parameter θ, the trapping factor, which depends on
the DOS distribution [7,19,29]. The density of mobile and
trapped charge carriers is expressed as nc ¼ θn and
nt ¼ ð1 − θÞn, respectively, with θ ≤ 1. As the density
of trapping states is much larger than the charge carrier
density, most relaxed charge carriers populate energy sites
in the DOS tail [30]. Thus, nc ≪ nt ≈ n and θ ≪ 1,
inferring that recombination is mainly trap mediated.
Noting that, due to the nature of photogeneration,
n ¼ p, the recombination rate becomes

R ≈ kr;nncpt þ kr;pntpc

≈ ðkr;nθn þ kr;pθpÞn2: ð2Þ

Here kr stands for the recombination prefactor, and the
subscript denotes which of the charge carriers, electrons n
or holes p, are mobile. The finite escape probability from
the charge-transfer state back to the separated state,
if present, is included in kr and reduces it compared to
the Langevin prefactor kL ¼ eðμn þ μpÞ=ε [31–33].
Additionally, kr contains the effect of active layer mor-
phology that causes its further deviation from kL [34–37].
The two recombination channels in Eq. (2) are distin-

guished by the type of mobile charge carrier. One of the
channels is dominant if its recombination prefactor and/or
its trapping factor is larger than for the other channel. Thus,
the exact expression of R depends on (i) the physical
parameters, e.g., mobility, of the mobile charge carrier type
through the recombination prefactor kr, (ii) the DOS of this
charge carrier type through the trapping factor θ, and
(iii) the DOS of both charge carriers involved in the
dominant recombination channel through the total charge
carrier concentration n.
To determine and evaluate nid, we focus on the most

prevalent models used to approximate the DOS distribu-
tions in organic semiconductors—the Gaussian and expo-
nential DOS [20–25]. The depth of trap states depends on
the characteristic energy, i.e., the disorder parameter σ and
the Urbach energy EU, respectively. The resulting
form of Eq. (2) is defined by four combinations of these
DOS distributions [see Supplemental Material Eqs. (S11)–
(S14) [38] ]. For the detailed derivation, the interested
reader is referred to the comprehensive work of Hofacker
and Neher [9]. Here, we build on a mere fraction of their
results related to the ideality factor and summarize relevant
parts of the derivation in the Supplemental Material [38].
The ideality factor is obtained by comparing Eq. (1) to the
equations of R for the DOS combinations discussed above.
Without loss of generality, we describe the dominant

recombination channel involving mobile holes recombin-
ing with trapped electrons. The trapped electrons in the
recombination channel (nt ≈ n) control the temperature
dependence of the ideality factor, while the mobile holes
(pc ¼ θpp) control the recombination order. If the DOS of

electrons is described by a Gaussian, in the low concen-
tration limit we arrive at nid ¼ 1, independent of temper-
ature [9,10,40]. This is true irrespective of whether mobile
holes come from the Gaussian or exponential DOS. An
ideality factor of unity, however, is not observed experi-
mentally in organic semiconductors [11–14].
In contrast, if the DOS of trapped electrons is exponen-

tial, the ideality factor is temperature dependent. When
such electrons recombine with mobile holes from a
Gaussian DOS, the ideality factor is independent of σ
and is expressed as [9]

nid ¼
EU þ kBT
2kBT

: ð3Þ

If mobile holes are also represented by an exponential
DOS, the ideality factor is given by [9,12,41,42]

nid ¼
2EU

EU þ kBT
: ð4Þ

We refer to these models as the “mixed DOS” and
“exponential DOS,” respectively. In order to shed light
on the shape of the DOS in organic materials, our focus lies
on the temperature dependence of the ideality factor, with
the models underlying Eqs. (3) and (4) as the starting point.
To verify that the DOS can be established through

ideality factors, we chose the well-studied hydrogenated
amorphous silicon solar cell as a reference due to its
exponential DOS. We then expanded our investigation to a
set of material systems representative of typical organic
solar cell classes, such as solution-processed fullerene
(P3HT∶PC61BM) and nonfullerene acceptor devices
(PM6:Y6), along with thermally evaporated small-
molecule solar cells (DCV-V-Fu-Ind-Fu-V∶C60). The
details of molecular structure and device fabrication are
given in the Supplemental Material [38].
We employ illumination intensity-dependent Voc mea-

surements to determine ideality factors in the absence of
series and transport resistance [43–45]. Figure 1(a) shows
the Suns-Voc data of an a-Si:H solar cell between 150 and
300 K. The regions of low light intensity are influenced by
low shunt resistance. Roughly above 1 sun, Voc becomes
limited by the contacts, which is more pronounced at low
temperatures. Ideality factors were extracted from the slope
of ΦðVocÞ according to [13]

nid ¼
e

kBT

�
d lnΦ
dVoc

�
−1
: ð5Þ

For each temperature, the data can be fitted with a single
slope over 2 orders of magnitude of light intensities.
We show the resulting ideality factors as a function of the

inverse temperature in Fig. 1(b). Consistent with van Berkel
et al. [41], we observe the decrease of nid of the a-Si:H solar
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cell with higher temperature from 1.7 at 150 K to 1.5 at
300 K. The temperature dependence of nid can be fitted
with Eq. (4) and therefore is assigned to the trap-assisted
recombination of charge carriers within the exponential
density of states. The fit yields the Urbach energy of
≈78 meV, in agreement with the literature [41,46], which
is independent of temperature and light intensity. In the
exponential DOS model nid ∝ ðEU þ kBTÞ−1, resulting in a
sublinear dependence on 1=T. A mixed DOS would lead to
a distinctly different temperature dependence of the ideality
factor, as nid ∝ 1=T according to Eq. (3).
We now extend the scope of the study to organic donor-

acceptor systems. Figure 2 shows ideality factors of P3HT∶
PC61BM, PM6:Y6, and DCV-V-Fu-Ind-Fu-V∶C60. First,
we note that, at each temperature, nid has several values
corresponding to the local slope of ΦðVocÞ. Hence, in
contrast to a-Si:H, the ideality factor of the organic systems
we investigate here is light intensity dependent and gen-
erally decreases with increasing light intensity. Initially, it
seems problematic to assign a specific recombination
model based on the temperature dependence of nid at a
certain illumination intensity (cf. Supplemental Material
Fig. S05 [38]). The position within the DOS depends on
both temperature and illumination intensity. For a fixed
range of illumination intensities, at lower temperatures we
probe states closer to the effective band gap, as compared to
higher temperatures. If the DOS of trapped charge carriers is
not strictly exponential, its characteristic energy changes
with the quasi-Fermi level splitting (QFLS), something not
accounted for by the method.

Instead,we evaluate thedata at fixedVoc (cf. Fig. S06 [38]).
The QFLS, approximated by Voc, samples the combined
DOS of electrons and holes at a certain energy. The Urbach
energy, which is a measure of disorder for the exponential
DOS distribution, is independent of temperature at fixed Voc,
and the ideality factor describes the dominant recombination
mechanism at this DOS depth. Coming back to Fig. 2, we see
our approach payingoff. For a givenVoc, the relation between
nid and 1=T can be assigned to specific recombination
models for all three material systems. Ideality factors of
P3HT∶PC61BM in Fig. 2(a) at a given Voc follow the
exponential DOS model (4), similar to what we found for
a-Si:H earlier. PM6:Y6 and DCV-V-Fu-Ind-Fu-V∶C60 in
Figs. 2(b) and2(c), on the other hand, arebest describedby the
mixed DOS model (3).
We calculate nid using different values of EU (indicated

by dashed lines in the figure) and find good agreement with

FIG. 2. Temperature-dependent ideality factors nid of (a) P3HT∶
PC61BM, (b) PM6:Y6, and (c) DCV-V-Fu-Ind-Fu-V∶C60 (sym-
bols). Darker color corresponds to lower Voc, i.e., deeper subgap
energy states. Dashed lines are the calculated nidðEU; TÞ according
to Eq. (4) for P3HT∶PC61BM and Eq. (3) for PM6:Y6 and
DCV-V-Fu-Ind-Fu-V∶C60. EU increases with the DOS depth for
all three systems.

(a)

(b)

FIG. 1. (a) Suns-Voc data (symbols) of a-Si:H solar cell fitted
with Eq. (5) (solid lines). (b) Temperature-dependent ideality
factor nid extracted from the fits in comparison to Eqs. (3) and (4).
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the data. For a strictly exponential DOS, the Urbach energy
is constant and describes the DOS globally. For all three
organic donor-acceptor systems, however, the Urbach
energy describes the DOS of trapped charge carriers only
locally and becomes a function of energy, inferring that the
exponential DOS acts as a local approximation of the real
DOS at a given QFLS [16]. The deeper we are probing in
the density of states, the larger the EU. The DOS of the
thermally evaporated DCV-V-Fu-Ind-Fu-V∶C60 solar cell
is nearly exponential above 0.90 V, as EU is roughly
constant in this region.
Figure 3 shows the relation between the Urbach energy

and the QFLS. First, we note a striking convergence of EU
at different temperatures for all the systems, strengthening
our confidence in the analytical approach and the assigned
system-specific recombination models. EU depends lin-
early on the QFLS in the regions of nonconstant Urbach
energy (highlighted areas in the figure). This linearity helps
to unravel the real shape of the density of states. For the
exponential DOS gexpðEÞ,

d ln gexpðEÞ
dE

¼ 1

EU
: ð6Þ

We emphasize again that in our case the exponential func-
tion acts as a local approximation of the real DOS. With
the linear relation that we observe, EUðEÞ ¼ ðE − E0Þ=ξ,
the derivative of the real DOS distribution is given by

d ln gðEÞ
dE

¼ ξ

E − E0

: ð7Þ

This relation leads to ln gðEÞ ∝ ξ ln ðE − E0Þ, and the
ultimate form of the DOS distribution is a power law,

gðEÞ ∝ ðE − E0Þξ: ð8Þ

To our knowledge, the power-law density of states has
not been reported for organic solar cells before. However, it
must be considered when explaining experimental data and
simulating the physics of organic semiconductors, as we
observe this DOS distribution in all the donor-acceptor
systems investigated herein. The power-law DOS
can be assigned to P3HT∶PC61BM and PM6:Y6 in the
whole measured data range. The density of states of
DCV-V-Fu-Ind-Fu-V∶C60 follows the power law up to
ca. 0.90 V and changes its shape to exponential at higher
Voc. Compared to an exponential DOS, the power law is
described by a narrower tail. Hence, there are fewer
available states for the charge carriers to fill up,
resulting in a higher Voc than would be expected for the
exponential DOS. By averaging, we find that under 1 sun
illumination at room temperature EU ≈ 66 meV for
P3HT∶PC61BM, similar to previous reports [12,42,47].
In DCV-V-Fu-Ind-Fu-V∶C60 and PM6:Y6, the energetic
disorder is reduced (EU ≈ 35 meV) [48–50], and the trap
distribution is narrower compared to P3HT∶PC61BM.
Lower disorder is, in general, beneficial to the solar cell
performance, as it leads to enhanced charge carrier trans-
port and reduced Voc losses [51–53].
In conclusion, we employ temperature and illumination

intensity-dependent Voc measurements to determine the
type of the density of states in PM6:Y6, DCV-V-Fu-
Ind-Fu-V∶C60, and P3HT∶PC61BM organic solar cells.
We find that the temperature dependence of the ideality
factor can be explained in the framework of the multiple-
trapping-and-release model, but only if analyzed at a given
open-circuit voltage. For all the investigated organic
systems, the density of states of trapped charge carriers
participating in recombination is locally approximated by
the exponential one, where the characteristic energy of the
distribution decreases linearly with increasing quasi-Fermi
level splitting. Our results establish that the density of states

(a) (b) (c)

FIG. 3. Urbach energies EU as a function of the quasi-Fermi level splitting, approximated by Voc. EU was calculated from nidðTÞ
according to Eq. (4) for (a) P3HT∶PC61BM and Eq. (3) for (b) PM6:Y6 and (c) DCV-V-Fu-Ind-Fu-V∶C60. EU is independent of T,
while it depends linearly on Voc within the highlighted areas, inferring that the DOS is described by a power law. Roughly constant EU
outside of the highlighted area is an indication of the exponential DOS. Dashed lines correspond to Voc at 1 sun illumination intensity at
room temperature.
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in these solar cells follows a power law, which has not been
reported for organic donor-acceptor systems up to date.
We suggest that the temperature-dependent experiments
designed to understand recombination mechanisms in these
disordered systems have to be conducted at the same quasi-
Fermi level splitting to ensure correct interpretation of the
results.
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