
Ephaptic Coupling as a Resolution to the Paradox of Action Potential Wave Speed
and Discordant Alternans Spatial Scales in the Heart

Niels F. Otani,1,* Eileen Figueroa ,1 James Garrison,2 Michelle Hewson ,3

Laura Muñoz ,1 Flavio H. Fenton,4 Alain Karma,5 and Seth H. Weinberg 6

1Rochester Institute of Technology, Rochester, New York 14623, USA
2Hampden-Sydney College, Hampden-Sydney, Virginia 23943, USA

3Western Carolina University, Cullowhee, North Carolina 28723, USA
4Georgia Institute of Technology, Atlanta, Georgia 30332, USA
5Northeastern University, Boston, Massachusetts 02115, USA

6The Ohio State University, Columbus, Ohio 43210, USA

(Received 19 October 2022; accepted 7 March 2023; published 23 May 2023)

Previous computer simulations have suggested that existing models of action potential wave propagation
in the heart are not consistent with observed wave propagation behavior. Specifically, computer models
cannot simultaneously reproduce the rapid wave speeds and small spatial scales of discordant alternans
patterns measured experimentally in the same simulation. The discrepancy is important, because discordant
alternans can be a key precursor to the development of abnormal and dangerous rapid rhythms in the heart.
In this Letter, we show that this paradox can be resolved by allowing so-called ephaptic coupling to play a
primary role in wave front propagation in place of conventional gap-junction coupling. With this
modification, physiological wave speeds and small discordant alternans spatial scales both occur with gap-
junction resistance values that are more in line with those observed in experiments. Our theory thus also
provides support to the hypothesis that ephaptic coupling plays an important role in normal wave
propagation.
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Introduction.—Ventricular fibrillation is a dangerous and
lethal rhythm disorder of the heart, which can be caused by a
spatiotemporal phenomenon called “discordant alternans”
[1–6]. Electrical alternans is a complex, emergent, spatio-
temporal pattern of electrical waves in the heart whose
morphology alternates from one beat to the next and
generally arises during fast heart rates or short basic cycle
lengths (BCLs) [7,8]. In discordant alternans, this temporal
alternating pattern in the action potential duration (APD)
develops spatially into regions that are out of phasewith one
another [1]. As a result, large APD gradients can form in
space, which provides a substrate susceptible to the for-
mation of cardiac arrhythmias. However, computer models
of discordant alternans using the standard cable equation
tend to yield out-of-phase regions, or “domains,” too large to
fit within the heart (i.e., several centimeters in size, in
particular in the presence of physiologically realistic con-
duction velocities) [2,9–13], whereas in experiments,
domains have been shown to occur with much smaller sizes
(i.e., on the order of 1 cm or smaller) [6,13–20].
We hypothesize that this apparent noted experimental-

computational discrepancy [17] is related to differences in
the value of gap-junction resistance. Experimental mea-
surements have found a wide range of values for the gap-
junction resistance, typically in the tens to hundreds of
megohms (a few to low hundreds of nanosiemens) [21–32];

yet common values for resistances used in simulations
employing physical units are 1–2 orders of magnitude
lower [33–39]. Simulation studies representing cardiac
tissue as a continuous spatial domain via the cable equation
include cell-cell coupling through the use of a diffusion
coefficient. Here too, the values of the coefficient typically
used (on the order of 0.001 cm2=ms) correspond to gap-
junction resistances much lower than experimental
measurements. In both cases, lower gap-junction resistance
or higher diffusion coefficient values are generally chosen
in simulations to match experimental observations of the
action potential wave speed, typically at least in the
50–60 cm=s range. However, these same values result in
smaller APD gradients in simulations [40] and thus larger
spatial domains during discordant alternans [2,9–13]. As a
result, simulations using standard models of cell-cell
coupling that employ gap-junction resistance values that
permit realistic wave propagation speeds are generally
unable to produce discordant alternans domains of realistic
size (∼1 cm). This is the fundamental paradox we address
in this study: how can both fast conduction velocity and the
steep repolarization gradients apparently necessary for
small domains be maintained at the same time in the same
tissue?
We emphasize that this paradox reflects fundamental

inconsistencies with our current understanding of the
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interaction between cell-cell coupling, wave propagation,
and alternans pattern formation. We posit that the paradox
is resolved by accounting for an additional cell-cell
coupling mechanism, so-called “ephaptic” coupling, as
previously described by several previous studies [33,41–
53]. Ephaptic coupling requires a high density of sodium
channels clustered at the cell-cell junctions. When medi-
ated by ephaptic coupling, wave front propagation occurs
through the activation of sodium channels in the upstream
or prejunctional cell, which produces a fast inward current
that hyperpolarizes the narrow cleft space between coupled
cells. Sufficient hyperpolarization can activate sodium
channels on the downstream or postjunctional cell.
Many prior studies, including our own, have demon-

strated that ephaptic coupling can strongly influence
cardiac conduction, depending on key structural properties
such as the width of the intercellular cleft space and the
fraction of sodium channels near the cleft, in addition to the
gap-junction resistance [33,42,46,47,50,53,54]. Indeed,
near-normal action potential wave propagation speeds
are still possible through ephaptic coupling using realistic
gap-junction resistances, as has been demonstrated by
Kucera et al. [33].
In contrast, no prior studies have addressed how both

ephaptic and gap-junctional coupling impact the spatial
gradients that arise during the rapid rates that produce
alternans. We observe that, on the trailing edge of the action
potential, sodium channels are inactive under normal
conditions, so that coupling between cells is solely medi-
ated by gap junctions, irrespective of whether wave front
dynamics is mediated by gap-junction or ephaptic dynam-
ics. Thus, when ephaptic effects are important, the dynam-
ics of the propagating action potential differ on the leading
and trailing edges of the wave. This “decoupling” between
the mechanisms governing wave front and wave back
dynamics provides the basis for our main hypothesis—
that high gap-junction resistance and the strong ephaptic
effects created by optimal cleft spacing and a high cell-cell
junctional sodium channel density can support the simul-
taneous presence of rapid waves and small discordant
alternans domain sizes. That is, both ephaptic and gap-
junction coupling facilitate rapid wave front propagation,
while, at the same time, high gap-junction resistance

reduces cell-cell coupling on the wave back, allowing
steep APD spatial gradients and the development of small
discordant alternans domains.
Methods.—To test our hypothesis, we constructed a

computer model of a one-dimensional fiber that employs
a simplified version of an electric circuit previously used by
Kucera et al. [33] and us [42–45,51,55] to model
gap-junction and ephaptic coupling (Fig. 1). To calculate
the values of electrical components, we considered the cells
to be cylindrical, with radius r ¼ 11 μm and length
Δx ¼ 100 μm, arranged end to end to form the fiber. A
narrow space, typically referred to as the cleft region, of
width wcl, separated the cells. Values of the resistors Ri and
Rr and capacitors Ccl and Cm were computed assuming this
geometry; the generic formulas R ¼ ρL=A and C ¼ cmA
were used, where A and L are the appropriate cross-
sectional area and length, respectively, through which
current flows, cm ¼ 1.0 μF=cm2 is the membrane capaci-
tance per unit area, and a resistivity ρ ¼ 150 Ω cm was
assumed for both the intracellular and cleft spaces. The
gap-junction resistance Rg varied from 3.95 to 395 MΩ,
corresponding to gap-junction conductances from 253
down to 2.53 nS. The nonlinear current sources Im and
Icl were derived from the ionic currents in the three-variable
Echebarria and Karma model [56], scaled appropriately
given our geometry and an assumed membrane potential
range between −85 mV (resting state) and þ15 mV (fully
activated state). Conductances were scaled to represent the
high density of sodium channels on the cleft-facing
junction membranes relative to the overall density of
sodium channels [33,42,54]. Minor parameter modifica-
tions were made to yield typical APDs of ∼200 ms and
conduction velocities of 50–60 cm=s for the gap-junction-
dominated case. Equations were advanced in time using the
backward Euler method for the passive linear components
(the resistors and capacitors) and the forward Euler method
for the nonlinear components, with a time step of 0.01 ms.
The system consisted of 320 cells, yielding a system length
of 3.2 cm. Additional details appear in the companion
paper [57].
Results.—For purposes of comparison, we first ran our

simulation with parameters known to facilitate wave
propagation via standard gap-junction coupling, which

FIG. 1. Circuit used to model a one-dimensional fiber containing gap-junction and ephaptic intercellular coupling. Black circuit
elements are those typically used in standard, monodomain models of one-dimensional fibers. Red elements model ephaptic coupling.
Blue dashed boxes indicate the locations of cells within this circuit description of the fiber.
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we will refer to as the GJ system. Specifically, with a
relatively low gap-junction resistance Rg of 3.95 MΩ, a fast
inward conductance τ−1fi of 3.0 ms−1, a cleft width wcl of
26 nm, and uniform distribution of fast inward ion channels
over the surface of the cells, we obtained a maximum wave
velocity of 56.7 cm=s. (In this model, τ−1fi plays the role of
the conductance associated with the fast inward current,
where τfi is commensurate with the action potential wave
front rise time.) When this model was subjected to rapid
pacing (cycle length of 207 ms) on one end of the fiber (at
x ¼ 0), it produced, as expected, the same long length scale
pattern of discordant alternans [Fig. 2(a)] others have seen
when wave propagation was mediated by standard gap-
junction coupling [2,9–13]. This pattern shows portions of
two discordant alternans domains (i.e., regions in which the
long-short-long-short patterns of APDs or DIs (diastolic
intervals) are in phase), separated by a gradual transition
region close to 1.0 cm wide.
Next, we performed a large number of simulations

characterized by wave propagation that is mediated prima-
rily by ephaptic coupling. Many prior studies have shown
that ephaptic coupling requires high cleft-localized surface
density of fast inward sodium current [33,42,47,50], which
is supported by imaging studies of sodium channel locali-
zation [33,54,58]. Therefore, ephaptic coupling was imple-
mented by redistributing 90% of the fast inward channels to
the ends of the cells, while keeping constant the total
number of these channels. Further, we increased the gap-
junction resistances 100-fold (Rg ¼ 395 MΩ), to values
more in line with those typically observed in experiment
[21–32]. Several values of the cleft width wcl ranging
between 12 and 26 nm, and fast inward conductivities τ−1fi
varying between 3.75 and 5.00 ms−1, were used. Consis-
tent with earlier studies, we found wave speeds comparable
to the gap-junction-dominated case: 48–70 cm=s. (See the
companion paper for additional details [57].)
Results from the system with τ1fi ¼ 3.75 ms−1 and

wcl ¼ 26 nm, which we call the EC system, are represen-
tative of these simulations. (Some simulations exhibited a
minor variation from the behavior exhibited by the EC
system; these are described in the companion paper [57].)
As shown in Fig. 2(b), the pattern of discordant alternans is

strikingly different in two ways: First, the size of the
discordant alternans domains is considerably smaller,
approximately 0.6 cm in width, compared to nearly
3 cm for the GJ case shown in Fig. 2(a). Second, the
transition regions between domains (called “nodes”) are
quite sharp, resulting in a spatial pattern with a steeper
APD gradient, which has also been seen experimentally
[1,17–19]. This pattern persisted over the entire range of
cycle lengths for which APD alternans was present
(201–215 ms). As shown in Fig. 3(a), the domain sizes
for the EC system were less than 0.8 cm over this entire
range and decreased to near 0.1 cm for the shortest cycle
lengths. In contrast, in the GJ system, domain sizes were
between 2.4 and 3 cm, generally decreasing as cycle length
shortened. Also, as shown in Fig. 3(d), the nodal widths
were much smaller for the EC system (0.1–0.25 cm)
compared to the GJ system (0.9–1.5 cm). These striking
differences were obtained despite the GJ and EC systems
having virtually identical APD restitution functions and
very similar conduction velocity restitution functions, with,
in particular, both systems having nearly identical maxi-
mum wave propagation speeds (∼56 cm=s).
We hypothesize that these large differences in the

discordant alternans pattern are due to the larger gap-
junction resistances present in the ephaptic simulations,
which permit the APD for a given wave to vary over much
shorter distances than is possible in the gap-junction-
dominated systems. To investigate this possibility, we
followed the approach of Echebarria and Karma [59], by
assuming that the APD along the fiber for a given wave is
governed by the equation,

APDðxÞ ¼ a½DIðxÞ� − w
d
dx

a½DIðxÞ� þ ξ2
d2

dx2
a½DIðxÞ�;

ð1Þ

where aðDIÞ is the APD restitution function obtained in the
absence of all cell-cell coupling, ξ represents the character-
istic length scale over which the APD can respond to spatial
variations in DI, and the wðda=dxÞ term is an adjustment
due to the breaking of �x symmetry caused by the
directionality and finite speed of wave propagation.
Additional details appear in [59].
We explored this hypothesized relationship by collecting

the following simulation data: APDðxÞ, dAPDðxÞ=dx,
d2APDðxÞ=dx2, and DIðxÞ, and then performing nonlinear
multiple regression on Eq. (1) with aðDIÞ taking the
standard form, aðDIÞ ¼ β1 − β2 expð−DI=β3Þ. The regres-
sion technique yielded best-fit values for ξ, w, β1, β2, and
β3. Our main interest was the value of ξ, which is plotted vs
cycle length for the two systems in Fig. 3(c). We observe
that the length scale ξ is smaller by a factor of 10 for the EC
system, compared with GJ, demonstrating that the APD
coupling is much weaker in the ephaptic system.

(b)(a)

FIG. 2. APD(x) vs x for two consecutive waves (solid and
dashed curves), showing transition(s) from long-short to short-
long APDs in space for both the (a) GJ and (b) EC systems during
regular pacing, with all waves being launched at the left end of
the system. Data are shown approximately 120 s into the
simulation, well after initial transient behavior has disappeared.
Pacing interval (BCL), 207 ms.
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From the data, we were able to put an upper bound on the
absolute value of the parameter w—upon doing so, we
found that jwj3 ≪ ξ4=Λ, which, according to Echebarria
and Karma [60], defines the system as operating in the
dispersive regime. Here, Λ ¼ ½cðDIÞ�2=½2c0ðDIÞ� was
evaluated at the bifurcation point, which we obtained from
the conduction velocity restitution function cðDIÞ from a
separate nonlinear regression calculation using the simu-
lation data. In this regime, the discordant alternans domain
size can be calculated as λ ¼ ð2π= ffiffiffi

3
p Þð2ξ2ΛÞ1=3. The

values of λ we obtained for both the GJ and EC systems
for the range of cycle lengths exhibiting alternans is shown
in Fig. 3(b). Note that, while the formula is not strictly
applicable to our simulations, as alternans amplitudes are
too large to be considered in the linear regime and the range

of cycle lengths departs significantly from the bifurcation
point at BCL ≈ 216 ms (both assumptions of the theory),
we found that theoretical values agreed favorably with the
domain sizes obtained from the simulation [cf. Figs. 3(a)
and 3(b)].
Finally, we demonstrated directly that the APD coupling

in the EC systems was much weaker than the GJ system. To
do this, we simulated the GJ and EC systems with slightly
different gating variable initial conditions on each half of
the fiber, with an abrupt transition between the two halves,
at x ¼ 1.6 cm. We then eliminated any directionality effect
by activating the entire fiber simultaneously by raising the
membrane potential Vm to þ15 mV in all cells at t ¼ 0
(Fig. 4). As shown in Figs. 4(a) and 4(b), the end of the
action potential was essentially constant in each half of
each fiber, except in the vicinity of the boundary between
the two halves. In an enlargement of this transition
[Figs. 4(c) and 4(d)], we see that the EC system exhibits
a membrane potential gradient that is much sharper than the
one appearing in the GJ system.
Discussion.—In this study, we have demonstrated that,

despite having APD and conduction velocity restitution
functions that are nearly identical to the gap-junction
system, the ephaptic-coupling-dominated systems were
characterized by a number of measures that were much
smaller, from a minimum of 4 times smaller near the
alternans bifurcation point (BCL ¼ 215 ms), up to 10–16
at the shortest cycle lengths (BCL ¼ 203 ms). These
measures included (1) the length scale ξ, which is a
measure of the dependence of APD in a given cell on
APDs in neighboring cells, (2) the domain sizes predicted
by theory based on the value of ξ, (3) the actual domain
sizes observed in simulations, (4) the width of the nodes,
i.e., the transition region between domains, and (5) the
width of the transition region when APD (as predicted by
the APD restitution function) changes abruptly in
space (Fig. 4).
These observations from the simulations are strongly

suggestive of a strong connection existing between the
weakness of APD coupling and small domain size, and of
an independence of these effects from wave front
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FIG. 3. Key discordant alternans parameters: (a) simulation domain size, (b) theoretical domain size λ, (c) ξ and (d) simulation nodal
width, all vs pacing cycle length.

(b)(a)

(d)(c)
 

FIG. 4. Color plots of Vm of a single action potential excited
simultaneously at all points on the fiber, but with slightly different
initial conditions in each half of the fiber: h ¼ 0.55 and f ¼ 0.82
for x ≤ 1.6 cm, and h ¼ 0.50 and f ¼ 0.80 for x > 1.6 cm, for
(a) the GJ system and (b) the EC system. (c),(d) Enlargement of
the location of the wave back for the conditions in (a),(b).

PHYSICAL REVIEW LETTERS 130, 218401 (2023)

218401-4



dynamics. Thus, the observations are not consistent with
gap-junction-dominated wave propagation, since, in that
case, gap-junction coupling simultaneously governs both
wave propagation speed and APD coupling, effectively
forcing both to vary together. In contrast, the observations
are consistent with ephaptic effects being important and
indeed necessary, because different coupling mechanisms
exist on the wave front and wave back of propagating
waves. Specifically, wave front dynamics and propagation
speeds may be dictated by ephaptic effects (in addition to
gap-junction coupling), while wave back dynamics and the
coupling of the APDs of neighboring cells are dominated
by only gap junctions, since sodium current, which
typically mediates ephaptic coupling, is absent on the wave
back. It is this independence between wave front and wave
back mechanisms that allows small domain size to exist
even in the presence of rapid wave front speeds. Further, we
note that, while the specific range of cycle lengths for
which the discordant alternans patterns form will differ
across models, species, and conditions, this mechanism of
wave front and wave back independence is a tissue-scale
coupling phenomenon and does not depend on the under-
lying cellular instability driving alternans formation; thus
we hypothesize this mechanism is broadly applicable and
generalizes to all cardiac tissue.
We note that the weak APD coupling in our ephaptic-

mediated simulations is not due directly to the ephaptic
coupling, but rather to the fact that we raised the
gap-junction resistance by a factor of 100 compared to
the gap-junction-dominated cases, while still maintaining
physiologically realistic wave propagation speeds
(50–60 cm=s). It is this gap-junction resistance increase
that weakens APD coupling and allows small spatial
features, such as small discordant alternans domains and
steep voltage gradients. Far from being artificial, this
increase in gap-junction resistance is actually an improve-
ment in the model, as these larger resistances
(3.95–395 MΩ, up from 395 kΩ) are more in line with
resistances measured experimentally [21–31]. Indeed, the
resistances used in standard gap-junction coupled models
have typically been artificially chosen too low relative to
experimental values, in order to reproduce the wave
propagation speeds typically observed physiologically.
Our study suggests that ephaptic coupling effects may be

important when small-scale (i.e., less than 1 cm) discordant
alternans domains are present. It also provides support to
the idea that ephaptic effects may be important for wave
propagation more generally. It may be the case that gap-
junction resistance is normally low, but is high in patho-
logical cases, leading to the formation, or the possibility of
formation, of short-wavelength discordant alternans pat-
terns. Alternatively, with most experimental evidence
pointing to high values for the gap-junction resistance,
there exists the possibility that normal propagation is
always mediated by ephaptic coupling. More broadly,

our study also suggests that ephaptic coupling may be
relevant to repolarization gradients due to intrinsic regional
heterogeneity, such as in transmural or apico-basal
differences, which would be more strongly expressed when
gap-junction resistance is high.
Further research will hopefully resolve these questions,

which is important for our understanding and modeling of
both action potential wave propagation and the nature of
discordant alternans. Critically, both propagation and
discordant alternans patterns are key factors in the initial-
ization of rapid cardiac rhythm disorders [5]. Prior
experimental studies have shown that modulating either
ephaptic or gap-junction coupling can promote arrhythmia
incidence [54,61]. A rigorous understanding of the role of,
and interactions between, ephaptic and gap-junction cou-
pling in arrhythmia formation requires extending these
studies to two- and three-dimensional tissues. Further, it
may be critical to incorporate additional tissue structural
factors, such as anisotropy and heterogeneity, and the
voltage-dependent gating of gap junctions in such a study
of arrhythmias. Recent studies have predicted that dynami-
cal gap-junction gating minimally impacts propagation for
conditions supporting fast conduction (as in the current
study), but can alter predictions of heterogeneous and slow
conduction present during arrhythmias [42,62,63]. Further
study of the role of the relative distribution of sodium
channels on the cell ends vs lateral membrane, which could
impact anisotropy as well, is necessary. Such investigations
will be a focus of our future work.
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