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Universal Subdiffusive Behavior at Band Edges from Transfer Matrix Exceptional Points
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We discover a deep connection between parity-time symmetric optical systems and quantum transport in
one-dimensional fermionic chains in a two-terminal open system setting. The spectrum of one dimensional
tight-binding chain with periodic on-site potential can be obtained by casting the problem in terms of 2 x 2
transfer matrices. We find that these non-Hermitian matrices have a symmetry exactly analogous to the
parity-time symmetry of balanced-gain-loss optical systems, and hence show analogous transitions across
exceptional points. We show that the exceptional points of the transfer matrix of a unit cell correspond to
the band edges of the spectrum. When connected to two zero temperature baths at two ends, this
consequently leads to subdiffusive scaling of conductance with system size, with an exponent 2, if the
chemical potential of the baths are equal to the band edges. We further demonstrate the existence of a
dissipative quantum phase transition as the chemical potential is tuned across any band edge. Remarkably,
this feature is analogous to transition across a mobility edge in quasiperiodic systems. This behavior is
universal, irrespective of the details of the periodic potential and the number of bands of the underlying

lattice. It, however, has no analog in absence of the baths.
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Introduction and overview of results.—It is fascinating
how fundamental mathematical concepts aid in our under-
standing of physical phenomena across all scales. This
often allows us to find deep connections between seem-
ingly completely disparate physical situations. Here, we
show how a property termed pseudo-Hermiticity of non-
Hermitian matrices reveals a unique connection between
balanced-gain-loss optical systems and quantum transport
in fermionic chains.

The dynamics of two coupled optical cavities, one with
gain and the other with loss, such that the gain and loss are
perfectly balanced, is most commonly envisioned as being
governed by the so-called 2 x 2 parity-time (PT) symmetric
non-Hermitian “Hamiltonian” Hpr = wyl, + iye, + go,
[1-3]. Here, o,, . are the Pauli matrices, and I, is the
2 x 2 identity matrix. This 2 x 2 non-Hermitian matrix has
the pseudo-Hermiticity property associated with the anti-
linear operator ¢,k i.e., (6, )Hpp(c,K)~! = Hpr, where
o, describes the parity operator and X describes the time-
reversal (complex conjugation) operator. Whenever a matrix
has such a pseudo-Hermiticity, its eigenvalues are either
purely real or occur in complex conjugate pairs [4—6]. When
the eigenvalues are real, the eigenvectors are also simulta-
neous eigenvectors of the symmetry operator o,/C with
eigenvalue 1. This is termed “PT-symmetric regime.” When
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the eigenvalues are complex, the eigenvectors of Hpy are no
longer simultaneous eigenvectors of the symmetry operator.
This is termed “PT-broken regime.” Transition between
these two regimes occurs at y = g, which is the exceptional
point (EP), where there is a single eigenvalue w, and the
matrix is not diagonalizable. The dynamics drastically
changes on transition across the EP, leading to interesting
applications and exotic physics in both classical and
quantum regimes [1-3,7-9]. This is the most paradigmatic
example of symmetries of non-Hermitian matrices gov-
erning physical systems [9-31].

In this Letter, we explore the effects of a similar
transition occurring in a different kind of non-Hermitian
matrix that appears in scattering theory: the transfer matrix.
Unlike mostly studied non-Hermitian matrices, transfer
matrices do not directly govern the dynamics of the system.
They instead play a fundamental role in determining the
spectrum of the Hamiltonian of the system. The band
structure of nearest neighbor fermionic chains with periodic
on-site potentials can be obtained by casting the problem in
terms of 2 x 2 transfer matrices [32-34]. We note that each
such transfer matrix can be transformed to the form of
Hpr via a unitary transformation U. Consequently, the
transfer matrices have a pseudo-Hermiticity, associated
with the antilinear operator S = Us, KU'. So, similar to
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Hpr, they show transitions across EPs from S-symmetric to
S-symmetry-broken regimes.

We find that the EPs of the transfer matrix of a unit cell of
the system correspond to the band edges. When the system
is connected to two zero temperature baths at two ends (see
Fig. 1); this, in turn, leads to a subdiffusive scaling of
conductance with system size if the chemical potential u is
equal to any band edge. The subdiffusive scaling exponent is
universal, irrespective of any further details of the periodic
on-site potential. If x4 is outside any system band, the
eigenvalues of the transfer matrix are real (S-symmetric
regime), which leads to lack of transport beyond a well-
defined length scale. If y is inside any system band, the
eigenvalues of the transfer matrix are complex (S-symmetry-
broken regime), which leads to ballistic transport. Thus, a
transition across EP occurs in the transfer matrix when
the chemical potential is tuned across a band edge.
Correspondingly, there occurs a nonanalytic change in the
zero temperature steady state transport properties of the open
system, thereby causing a dissipative quantum phase tran-
sition. Our results can be summarized in Fig. 1. This
transition occurring in the behavior of conductance as a
function of y at every band edge is reminiscent of locali-
zation-delocalization transitions across a mobility edge
occurring in certain one dimensional quasiperiodic systems
(for example, [35—40]). We discuss the similarities and the
differences between them.

Tight-binding chain and transfer matrices.—We con-
sider a fermionic nearest neighbor tight-binding chain of N
sites with a periodic potential,

N
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FIG. 1. The top panel shows a schematic of a fermionic nearest
neighbor hopping chain, with a periodic on-site potential coupled
at two ends to two zero temperature baths at slightly different
chemical potentials, ¢ and u — éu. The table summarizes our
main result. Here, Tq () is the transfer matrix of a unit cell, A, are
its eigenvalues, G(u) is the conductance in the two-terminal
setting.

where ¢, is the fermionic annihilation operator at site £ of
the chain, and ¢, is a periodic on-site potential satisfying
€s.q = €¢. Here, g is the length of the unit cell and the
hopping parameter is set to 1, which is therefore the unit of
energy. We consider N to be an integer multiple of g. The
periodic on-site potential with unit cell of length g causes
the spectrum of the system to be separated into g bands. In
the thermodynamic limit, using Bloch’s theorem, the
energy dispersion of the bands can be obtained via solving
the following equation for & [32-34]:

Tr[T, ()] = 2 cos k, (2)

where £ is the wave vector, =7 < k < 7,and T, (e) is given
by [41]

q E—E&
T,(e)=][T(e). TO(e) ="
=1

(]12 +0Z)—i0'y. (3)

Here, T\) (¢) is the transfer matrix for site #, whereas T, (&)
is the transfer matrix for a single unit cell of the lattice [41].
Pseudo-Hermiticity of transfer matrices.—We carry out
the following unitary transformation on the transfer matrix
for site #, U'TO(e)U = [(e — &,)/2|(I, + 0,) — ic,
where U is the 2 X 2 unitary matrix that diagonalizes .
The elements of U are Uy =1/v2, U, =1/v2,
U,, = i/V/2, Uy = —i/+/2. After the unitary transforma-
tion, T(“)(¢) is of the exact same form as Hpy, and
therefore commutes with ¢,/C. This, in turn means,
ST (e)S~! = T (¢), with § = Us,CU". Thus, transfer
matrix for each site has the same pseudo-Hermiticity.
Consequently, the transfer matrix of the unit cell, T, (e),
which is obtained by multiplying transfer matrices for each
site, also has the pseudo-Hermiticity associated with S.

The existence of the pseudo-Hermiticity guarantees that
every transfer matrix has (a) a S-symmetric regime where
eigenvalues are real, and eigenvectors are simultaneous
eigenvectors of § and (b) a S-symmetry-broken regime
where the eigenvalues are complex conjugate pairs and
eigenvectors are not simultaneous eigenvectors of S. The
transition between these two regimes occurs via the EP. In
the following, we consider the EPs of the transfer matrix of
a unit cell T,(e).

Band edges as EPs of transfer matrix of unit cell—The
band edges of the system correspond to k = 0,£x. So,
from Eq. (2), we see that the band edges € = ¢, of the
system can be obtained via solution of

{LT;(&M }2 —1=0. (4)

Next we note that the determinant of T()(g), and hence
the determinant of T,(e) is 1. Using this, we can write
the eigenvalues of T,(e) as A, = {(Tr[T,(e)])/2}+

\/{(Tr[Tq(g)])/2}2— 1. From Eq. (4) we immediately
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see that at every band edge, there is a single eigenvalue,
either both 1 or both —1. Thus, every band edge corre-
sponds to an EP of T, (¢). As we discuss below, this leads to
universal anomalous transport behavior at every band edge.
Quantum transport and transfer matrices.—We connect
the site 1 and the site N of the lattice chain to fermionic
baths, which are modeled by an infinite number of
fermionic modes. The associated bath spectral functions
are I (), (). At initial time, the baths are considered
to be at their respective thermal states with inverse temper-
ature f — oo, and chemical potentials x and p — Su, while
the system can reside at some arbitrary initial state (see
Fig. 1). We are interested in the linear response regime
where ou is small. As long as the bath spectral functions are
continuous and the band of the bath encompass all the
bands of the system, in the long time limit, the system
reaches a unique nonequilibrium steady state (NESS) [42].
Using nonequilibrium Green'’s functions (NEGF) and the
nearest neighbor nature of the system, at NESS, the zero
temperature conductance can be written as [41-44]

EROIOR N
G(u) = m’ (5)

where A y(u) is the determinant of the inverse of the NEGF.
Nearest neighbor hoppings make inverse of the NEGF
tridiagonal. As a result, A; y(u) can be obtained from the
following relation involving the transfer matrix [41-43]:

(amin) = (o 4" )mimr (5, ) 0

where n=N/q is an integer, X,/ ()= [(do'/27)
{[54(@))/ (@— )} = i{[5(@))/2}, with £ = 1,N, and
A, y(u) is the determinant of inverse of the NEGF in absence
of the first site. We immediately see from Eqgs. (5) and (6) that
the system-size scaling of conductance is completely inde-
pendent of the type of bath spectral functions and is entirely
governed by the nature of the transfer matrix T, ().

The system-size scaling of conductance specifies the
nature of transport. In normal conductors, resistance (i.e,
inverse of conductance) is proportional to length, such that
resistivity is a well-defined property of the conductor. So,
the behavior is G(u) ~ N~! in normal diffusive transport.
Departure from this behavior means resistivity is no longer
a well-defined property of the material but depends on the
system length. This specifies other types of transport. For
ballistic transport, conductance is independent of system
length, G(u) ~ N°. If G(u) ~ N7, 8 # 0, 1, transport is said
to be anomalous. For 0 < 6 < 1, transport is called super-
diffusive, while for § > 1 transport is called subdiffusive.
Apart from these behaviors, conductance can decay expo-
nentially with system length, G(u) ~ e™/¢, which shows
that there is lack of transport beyond a length scale &. This
behavior is seen in localized systems in presence of

disordered or quasiperiodic potentials, with £ being the
localization length. We remark that, for anomalous trans-
port, this classification of transport behavior does not
necessarily correspond to classification of transport via
spread of density correlations in an isolated system, and
may lead to different results [45,46].

Universal subdiffusive scaling and dissipative quantum
phase transition at every band edge.—The most remarkable
result that directly follows from all of the above discussion
pertains to the case where y is equal to a band edge ¢, of
the system (i.e., | Tr[T,(u)]| = 2). As already noted before,
the band edges of the system correspond to the EPs of the
transfer matrix of a unit cell, both eigenvalues being 1.
Consequently, T, (u) cannot be diagonalized, but can be
taken to the Jordan normal form via a similarity transform,
R(u)T,(u) R~ (u) =1, + (6, + i6,)/2. Using properties
of Pauli matrices, one then has at u =¢,, [T, (4)]" =
R~ (u){L, + n[(6, + i6,)/2]}R(u). Note that we do not
need the explicit form of R(u) to obtain this result [41].
Using this in Eq. (6), gives A; y ~ N for N > 1, and hence,
from Eq. (5), we immediately find G(u) ~ N=2. Thus
remarkably, because transfer matrix of a unit cell has
exceptional points at every band edge, there is a universal
subdiffusive scaling of conductance with system size, with a
scaling exponent 2.

If p is within the bands of the chain, then using Eq. (2) it
can be shown that the eigenvalues of T, (i) are 1. = ¢*.
This corresponds to the S-symmetry-broken regime of
T,(u). The [T, (u)]" therefore yields an oscillatory behav-
ior of Ay y with N. Thus, within the bands of the chain,
G(u) does not show any scaling with N, implying ballistic
behavior.

On the other hand, when  is outside the band edges of the
chain, there is no solution for Eq. (2) unless k is purely
imaginary (k = ik). Consequently, the eigenvalues of T, (u)
are real, and therefore corresponds to the S-symmetric
regime. The eigenvalues can be written as 1, = e**, where
Tr[T,(u)] = 2 cosh k. Since one of the eigenvalues of
T, (u) is guaranteed to have magnitude greater than 1, A, y
diverges exponentially with system size. Consequently,
G(u) ~ e~N/¢, which shows lack of transport beyond a length

scale £ The expression for & can be obtained as &' =

(2/4) log [[{(Tr[T,(1)])/2}] + \/{(Tr[Tq(M)])/2}2 -1

for [Tr[T,(u)]| > 2. This behavior is exactly analogous to
that observed in a localized disordered or quasiperiodic
system, with £ playing the role of the localization length. In
disordered or quasiperiodic systems, the finiteness of the so-
called Lyapunov exponent associated with the transfer matrix
is taken as the signature of localization [32,39,40,47,48].
For our setup, this quantity is given by &#(u) =
lim,,_,,(1/n) log(||[T,(u)]"|), where [|A]| is the norm of
the matrix A. Since one of the eigenvalues of [T, (u)]"
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diverges exponentially with n, the Lyapunov exponent is
indeed finite for u outside the system bands, and is propor-
tional to &1,

Our main results are given in the table in Fig. 1. In the
entire discussion above, the nature of the periodic on-site
potential €., and its period g, which controls the number of
bands, is completely arbitrary. This behavior is therefore
independent of these details. As an example, we demon-
strate the two-band case in Fig. 2 (see Ref. [41] for another
example).

The NESS of the chain thus changes nonanalytically as a
function of u at every band edge at zero temperature. This
behavior is seen in the large system-size limit, and is
completely independent of the nature of bath spectral
functions, as well as the strength of system-bath couplings,
as long as the steady state is unique. Therefore at every
band edge there occurs a dissipative quantum phase
transition as a function of u, which, in our setup, is not
a Hamiltonian parameter but a thermodynamic parameter
of the baths. This is unlike most other examples of
dissipative phase transitions (for example, [49-63]) where
a Hamiltonian parameter is changed. Like standard quan-
tum phase transitions, this phase transition occurs strictly at
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FIG. 2. (a) Real and imaginary parts of eigenvalues of T, (u),

given in Eq. (3), are plotted as a function of y for a two-band case,
ie, g =2 (¢ = £0.5). The vertical lines correspond to band
edges [solution to Eq. (4)]. The transition across EP at each band
edge is clear. (b) The zero temperature conductance G(u) vs p is
shown for three different system sizes. The nonanalytic change in
system-size scaling at every band edge is clear. (c) The universal
subdiffusive scaling, G(u) ~ N~2, is shown for 4 at two chosen
band edges, pointed out in panel (b). (d) The exponential decay of
G(u) with N is shown for u slightly outside the chosen band. The
exponents in the fits are obtained from the formula for locali-
zation length. (e) The G(u) ~ N° behavior is shown for y slightly
inside the chosen band. All energies are in units of system
hopping strength.

zero temperature, while at finite, but low temperatures, it
can be shown to manifest as a finite size crossover [41].

Although the transition is independent of the strength of
system-bath couplings, the presence of the baths is crucial.
This is rooted in the fact that the mechanism for NESS
transport relies not only on the chain energy states but also
on the energy states available in the baths. The current-
current correlations (or the associated density-density
correlations) computed in absence of the baths, as often
done in the Green-Kubo formalism, will not show any
subdiffusive behavior for x at band edges or the existence
of a well-defined localization length for u outside system
bands. In absence of the baths, in either case, no transport is
possible because all bands are either completely full or
completely empty. In presence of the baths, even if there is
no single particle energy eigenstate for the chain at a chosen
value of y, due to quantum nature of the particles, a small
but finite probability exists for few particles to tunnel into
and out of the chain, thereby making transport possible.
This, in turn, leads to the exotic dissipative phase transition
at every band edge. Therefore the nonanalytic change in
conductance at every band edge has no obvious analog
either in isolated quantum systems or in classical stochastic
open systems. It also has no obvious analog in bosonic
settings because Eq. (5) for conductance depends crucially
on the nature of Fermi distribution at zero temperature [41].

Similarities and differences between band edges and
mobility edges.—The sharp transition as a function of u
from a regime with a well-defined localization length to a
regime of ballistic transport via a “critical point” showing
subdiffusive scaling is akin to localization-delocalization
transitions as a function of energy seen in some quasiperi-
odic systems (for example, [35-40,64]). The energy where
this transition happens is called the mobility edge. In this
sense, in a two-terminal setup, every band edge behaves
like a mobility edge. A mobility edge in a two-terminal
setup acts as an energy filter for quantum transport. This
property can find potential applications in devising efficient
autonomous thermal machines [65,66]. Since every band
edge has the same effect, band edges can also be potentially
used for the same purpose.

Despite the analogy between our setup and quasiperiodic
systems, there are stark differences. Unlike our setup, for
the quasiperiodic systems with mobility edge, the transition
in conductance scaling with system size in presence of
baths can be linked to a transition in nature of single-
particle eigenstates of the system in absence of the baths
(see, for example, [35—-40,64]). This is very different from
the transition observed in our setup, which is rooted in
transition across EP of the transfer matrix of a unit cell.
Note that, while a unit cell is well-defined for a periodic on-
site potential, for quasiperiodic on-site potential, a unit cell
does not exist.

Conclusions and outlook.—We have shown how non-
Hermitian transitions in the transfer matrix of Hermitian
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Hamiltonians affect the nature of quantum transport (see
Fig. 1). In doing so, we have united two seemingly
disparate concepts: (i) the symmetries and transitions in
non-Hermitian matrices studied in non-Hermitian optics
and (ii) band structure and quantum transport in fermionic
systems studied in condensed matter and statistical physics.
We find that this connection offers an extremely simple way
to understand several nontrivial features of mobility edges,
localization length and anomalous transport in a two-
terminal open system setting, without considering disor-
dered or quasiperiodic potentials. We discover a completely
different way subdiffusive scaling of conductance, with a
universal exponent, can originate: from exceptional points
of transfer matrices. We remark that explaining the origin
of subdiffusive scaling exponents is often a difficult
problem [64,67,68].

Our results are relevant for platforms showing bands of
ballistic electron transport (for example, [69—73]). They
pave the way for understanding band structure and quantum
transport in more exotic cases, such as higher dimensional
short-ranged systems, in terms of the non-Hermitian
properties of their associated transfer matrices [33,34].
But, the transfer matrix picture presented here does not hold
in presence of long-range hopping. However, interestingly,
the subdiffusive behavior G(u) ~ N=2 at band edges was
also recently numerically seen in presence of long-range,
power-law-decaying hopping [74]. This points to the
superuniversality of this behavior at band edges, the deeper
understanding of which requires further work.
Investigations in these directions will be carried out in
future works.

M. S. acknowledges financial support through National
Postdoctoral Fellowship (NPDF), SERB file no. PDF/2020/
000992. B.K.A. acknowledges the MATRICS grant
(MTR/2020/000472) from SERB, Government of India
and the Shastri Indo-Canadian Institute for providing
financial support for this research work in the form of a
Shastri  Institutional ~Collaborative Research  Grant
(SICRG). M. K. would like to acknowledge support from
the project 6004-1 of the Indo-French Centre for the
Promotion of Advanced Research (IFCPAR), Ramanujan
Fellowship (SB/S2/RIN-114/2016), SERB Early Career
Research Award (ECR/2018/002085) and SERB Matrics
Grant (MTR/2019/001101) from the Science and
Engineering Research Board (SERB), Department of
Science and Technology, Government of India. M. K.
acknowledges support of the Department of Atomic
Energy, Government of India, wunder Project
No. RTI4001. A.P. acknowledges funding from the
European Unions Horizon 2020 research and innovation
programme under the Marie Sklodowska-Curie Grant
Agreement No. 890884. A.P. also acknowledges funding
from the Danish National Research Foundation through the
Center of Excellence “CCQ” (Grant Agreement No.
DNRF156).

*Corresponding author.
madhumita.saha@icts.res.in
Corresponding author.
bijay @iiserpune.ac.in
Corresponding author.
manas.kulkarni @icts.res.in
§Corresponding author.
archak.p @phy.iith.ac.in

[1] R. El-Ganainy, M. Khajavikhan, D. N. Christodoulides, and
S. K. Ozdemir, Commun. Phys. 2, 37 (2019).

[2] R. El-Ganainy, K.G. Makris, M. Khajavikhan, Z.H.
Musslimani, S. Rotter, and D.N. Christodoulides, Nat.
Phys. 14, 11 (2018).

[3] L. Feng, R. El-Ganainy, and L. Ge, Nat. Photonics 11, 752
(2017).

[4] E. P. Wigner, J. Math. Phys. (N.Y.) 1, 409 (1960).

[5] C. M. Bender and S. Boettcher, Phys. Rev. Lett. 80, 5243
(1998).

[6] A. Mostafazadeh, J. Math. Phys. (N.Y.) 43, 205 (2002).

[7] A. Purkayastha, M. Kulkarni, and Y. N. Joglekar, Phys. Rev.
Res. 2, 043075 (2020).

[8] H.-K. Lau and A. A. Clerk, Nat. Commun. 9, 4320 (2018).

[9] A. Kumar, K. W. Murch, and Y. N. Joglekar, Phys. Rev. A
105, 012422 (2022).

[10] S. Franca, V. Konye, F. Hassler, J. van den Brink, and I. C.
Fulga, Phys. Rev. Lett. 129, 086601 (2022).

[11] Y.-X. Wang and A.A. Clerk, Phys. Rev. A 99, 063834
(2019).

[12] I. 1. Arkhipov, F. Minganti, A. Miranowicz, and F. Nori,
Phys. Rev. A 104, 012205 (2021).

[13] E. Roccati, S. Lorenzo, G.M. Palma, G.T. Landi, M.
Brunelli, and F. Ciccarello, Quantum Sci. Technol. 6,
025005 (2021).

[14] I. 1. Arkhipov, A. Miranowicz, F. Minganti, and F. Nori,
Phys. Rev. A 102, 033715 (2020).

[15] A. Gémez-Leén, T. Ramos, A. Gonzdlez-Tudela, and D.
Porras, Phys. Rev. A 106, LO11501 (2022).

[16] A.McDonald, R. Hanai, and A. A. Clerk, Phys. Rev. B 105,
064302 (2022).

[17] B. Jaramillo Avila, C. Ventura-Velazquez, R.d.J. Leon-
Montiel, Y.N. Joglekar, and B. M. Rodriguez-Lara, Sci.
Rep. 10, 1761 (2020).

[18] F. Quijandria, U. Naether, S. K. Ozdemir, F. Nori, and D.
Zueco, Phys. Rev. A 97, 053846 (2018).

[19] J. Huber, P. Kirton, S. Rotter, and P. Rabl, SciPost Phys. 9,
052 (2020).

[20] K. Yamamoto, M. Nakagawa, K. Adachi, K. Takasan, M.
Ueda, and N. Kawakami, Phys. Rev. Lett. 123, 123601
(2019).

[21] S. Khandelwal, N. Brunner, and G. Haack, PRX Quantum 2,
040346 (2021).

[22] A. Purkayastha, Phys. Rev. A 105, 062204 (2022).

[23] M. Abbasi, W. Chen, M. Naghiloo, Y.N. Joglekar, and
K. W. Murch, Phys. Rev. Lett. 128, 160401 (2022).

[24] W. Chen, M. Abbasi, B. Ha, S. Erdamar, Y. N. Joglekar, and
K. W. Murch, Phys. Rev. Lett. 128, 110402 (2022).

[25] F. Roccati, G. Massimo Palma, F. Bagarello, and F.
Ciccarello, Open Syst. Inf. Dyn. 29, 2250004 (2022).

[26] Y. Ashida, Z. Gong, and M. Ueda, Adv. Phys. 69, 249
(2020).

187101-5


https://doi.org/10.1038/s42005-019-0130-z
https://doi.org/10.1038/nphys4323
https://doi.org/10.1038/nphys4323
https://doi.org/10.1038/s41566-017-0031-1
https://doi.org/10.1038/s41566-017-0031-1
https://doi.org/10.1063/1.1703672
https://doi.org/10.1103/PhysRevLett.80.5243
https://doi.org/10.1103/PhysRevLett.80.5243
https://doi.org/10.1063/1.1418246
https://doi.org/10.1103/PhysRevResearch.2.043075
https://doi.org/10.1103/PhysRevResearch.2.043075
https://doi.org/10.1038/s41467-018-06477-7
https://doi.org/10.1103/PhysRevA.105.012422
https://doi.org/10.1103/PhysRevA.105.012422
https://doi.org/10.1103/PhysRevLett.129.086601
https://doi.org/10.1103/PhysRevA.99.063834
https://doi.org/10.1103/PhysRevA.99.063834
https://doi.org/10.1103/PhysRevA.104.012205
https://doi.org/10.1088/2058-9565/abcfcc
https://doi.org/10.1088/2058-9565/abcfcc
https://doi.org/10.1103/PhysRevA.102.033715
https://doi.org/10.1103/PhysRevA.106.L011501
https://doi.org/10.1103/PhysRevB.105.064302
https://doi.org/10.1103/PhysRevB.105.064302
https://doi.org/10.1038/s41598-020-58582-7
https://doi.org/10.1038/s41598-020-58582-7
https://doi.org/10.1103/PhysRevA.97.053846
https://doi.org/10.21468/SciPostPhys.9.4.052
https://doi.org/10.21468/SciPostPhys.9.4.052
https://doi.org/10.1103/PhysRevLett.123.123601
https://doi.org/10.1103/PhysRevLett.123.123601
https://doi.org/10.1103/PRXQuantum.2.040346
https://doi.org/10.1103/PRXQuantum.2.040346
https://doi.org/10.1103/PhysRevA.105.062204
https://doi.org/10.1103/PhysRevLett.128.160401
https://doi.org/10.1103/PhysRevLett.128.110402
https://doi.org/10.1142/S1230161222500044
https://doi.org/10.1080/00018732.2021.1876991
https://doi.org/10.1080/00018732.2021.1876991

PHYSICAL REVIEW LETTERS 130, 187101 (2023)

[27] E.J. Bergholtz, J. C. Budich, and F. K. Kunst, Rev. Mod.
Phys. 93, 015005 (2021).

[28] F. Ruzicka, K.S. Agarwal, and Y.N. Joglekar, J. Phys.
Conf. Ser. 2038, 012021 (2021).

[29] K. Kawabata, K. Shiozaki, M. Ueda, and M. Sato, Phys.
Rev. X 9, 041015 (2019).

[30] L.E. F.F. Torres, J. Phys. 3, 014002 (2019).

[31] Z. Gong, Y. Ashida, K. Kawabata, K. Takasan, S.
Higashikawa, and M. Ueda, Phys. Rev. X 8, 031079 (2018).

[32] Y. Last, Commun. Math. Phys. 151, 183 (1993).

[33] L. Molinari, J. Phys. A 30, 983 (1997).

[34] L. Molinari, J. Phys. A 31, 8553 (1998).

[35] S. Das Sarma, S. He, and X. C. Xie, Phys. Rev. Lett. 61,
2144 (1988).

[36] H.P. Lischen, S. Scherg, T. Kohlert, M. Schreiber, P.
Bordia, X. Li, S. Das Sarma, and I. Bloch, Phys. Rev. Lett.
120, 160404 (2018).

[37] S. Ganeshan, J. H. Pixley, and S. Das Sarma, Phys. Rev.
Lett. 114, 146601 (2015).

[38] X. Li, X. Li, and S. Das Sarma, Phys. Rev. B 96, 085119
(2017).

[39] Y. Wang, X. Xia, L. Zhang, H. Yao, S. Chen, J. You, Q.
Zhou, and X.-J. Liu, Phys. Rev. Lett. 125, 196604 (2020).

[40] Y. Wang, X. Xia, J. You, Z. Zheng, and Q. Zhou, arXiv:
2110.00962.

[41] See  Supplemental Material at  http:/link.aps.org/
supplemental/10.1103/PhysRevLett.130.187101 for addi-
tional details and further numerical checks.

[42] A. Dhar and D. Sen, Phys. Rev. B 73, 085119 (2006).

[43] A. Chaudhuri, A. Kundu, D. Roy, A. Dhar, J. L. Lebowitz,
and H. Spohn, Phys. Rev. B 81, 064301 (2010).

[44] H. Haug and A.-P. Jauho, Quantum Kinetics in Transport
and Optics of Semiconductors (Springer-Verlag, Berlin
Heidelberg, 2008).

[45] A. Purkayastha, S. Sanyal, A. Dhar, and M. Kulkarni, Phys.
Rev. B 97, 174206 (2018).

[46] A. Purkayastha, J. Stat. Mech. (2019) 043101.

[47] A. Avila, Acta Math. 215, 1 (2015).

[48] A. Avila, J. You, and Q. Zhou, Duke Math. J. 166, 2697
(2017).

[49] S.R.K. Rodriguez, W. Casteels, F. Storme, N. Carlon
Zambon, 1. Sagnes, L. Le Gratiet, E. Galopin, A.
Lemaitre, A. Amo, C. Ciuti, and J. Bloch, Phys. Rev. Lett.
118, 247402 (2017).

[50] T.L. Heugel, M. Biondi, O. Zilberberg, and R. Chitra, Phys.
Rev. Lett. 123, 173601 (2019).

[51] J.M. Fink, A. Dombi, A. Vukics, A. Wallraff, and P.
Domokos, Phys. Rev. X 7, 011012 (2017).

[52] M. Fitzpatrick, N. M. Sundaresan, A. C. Y. Li, J. Koch, and
A. A. Houck, Phys. Rev. X 7, 011016 (2017).

[53] M. Jo, J. Lee, K. Choi, and B. Kahng, Phys. Rev. Res. 3,
013238 (2021).

[54] O. Gamayun, A. Slobodeniuk, J.-S. Caux, and O.
Lychkovskiy, Phys. Rev. B 103, L041405 (2021).

[55] A. Zamora, G. Dagvadorj, P. Comaron, I. Carusotto, N. P.
Proukakis, and M. H. Szymanska, Phys. Rev. Lett. 125,
095301 (2020).

[56] M. Jo, J. Um, and B. Kahng, Phys. Rev. E 99, 032131
(2019).

[57] F. Carollo, E. Gillman, H. Weimer, and I. Lesanovsky, Phys.
Rev. Lett. 123, 100604 (2019).

[58] F. Minganti, A. Biella, N. Bartolo, and C. Ciuti, Phys. Rev.
A 98, 042118 (2018).

[59] M. Marcuzzi, M. Buchhold, S. Diehl, and 1. Lesanovsky,
Phys. Rev. Lett. 116, 245701 (2016).

[60] G. Dagvadorj, J. M. Fellows, S. Matyjaskiewicz, F. M.
Marchetti, I. Carusotto, and M. H. Szymaiska, Phys. Rev.
X 5, 041028 (2015).

[61] D. Nagy and P. Domokos, Phys. Rev. Lett. 115, 043601
(2015).

[62] V.M. Bastidas, C. Emary, B. Regler, and T. Brandes, Phys.
Rev. Lett. 108, 043003 (2012).

[63] T. Prosen and I. Pizorn, Phys. Rev. Lett. 101, 105701
(2008).

[64] A.Purkayastha, A. Dhar, and M. Kulkarni, Phys. Rev. B 96,
180204(R) (2017).

[65] C. Chiaracane, M. T. Mitchison, A. Purkayastha, G. Haack,
and J. Goold, Phys. Rev. Res. 2, 013093 (2020).

[66] G. Benenti, G. Casati, K. Saito, and R. S. Whitney, Phys.
Rep. 694, 1 (2017).

[67] W.D. Roeck, F. Huveneers, and S. Olla, J. Stat. Phys. 180,
678 (2020).

[68] M. Znidarié, A. Scardicchio, and V. K. Varma, Phys. Rev.
Lett. 117, 040601 (2016).

[69] Y. Li, M. Amado, T. Hyart, G.P. Mazur, and J. W. A.
Robinson, Commun. Phys. 3, 224 (2020).

[70] J. Homoth, M. Wenderoth, T. Druga, L. Winking, R. G.
Ulbrich, C. A. Bobisch, B. Weyers, A. Bannani, E. Zubkov,
A. M. Bernhart, M. R. Kaspers, and R. Mller, Nano Lett. 9,
1588 (2009).

[71] X. Liu, R. Stock, and W. Rudolph, Phys. Rev. B 72, 195431
(2005).

[72] H.J. Li, W.G. Lu, J.J. Li, X. D. Bai, and C.Z. Gu, Phys.
Rev. Lett. 95, 086601 (2005).

[73] P. Debray, O. E. Raichev, P. Vasilopoulos, M. Rahman, R.
Perrin, and W.C. Mitchell, Phys. Rev. B 61, 10950
(2000).

[74] A. Purkayastha, M. Saha, and B. K. Agarwalla, Phys. Rev.
Lett. 127, 240601 (2021).

187101-6


https://doi.org/10.1103/RevModPhys.93.015005
https://doi.org/10.1103/RevModPhys.93.015005
https://doi.org/10.1088/1742-6596/2038/1/012021
https://doi.org/10.1088/1742-6596/2038/1/012021
https://doi.org/10.1103/PhysRevX.9.041015
https://doi.org/10.1103/PhysRevX.9.041015
https://doi.org/10.1088/2515-7639/ab4092
https://doi.org/10.1103/PhysRevX.8.031079
https://doi.org/10.1007/BF02096752
https://doi.org/10.1088/0305-4470/30/3/021
https://doi.org/10.1088/0305-4470/31/42/014
https://doi.org/10.1103/PhysRevLett.61.2144
https://doi.org/10.1103/PhysRevLett.61.2144
https://doi.org/10.1103/PhysRevLett.120.160404
https://doi.org/10.1103/PhysRevLett.120.160404
https://doi.org/10.1103/PhysRevLett.114.146601
https://doi.org/10.1103/PhysRevLett.114.146601
https://doi.org/10.1103/PhysRevB.96.085119
https://doi.org/10.1103/PhysRevB.96.085119
https://doi.org/10.1103/PhysRevLett.125.196604
https://arXiv.org/abs/2110.00962
https://arXiv.org/abs/2110.00962
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
http://link.aps.org/supplemental/10.1103/PhysRevLett.130.187101
https://doi.org/10.1103/PhysRevB.73.085119
https://doi.org/10.1103/PhysRevB.81.064301
https://doi.org/10.1103/PhysRevB.97.174206
https://doi.org/10.1103/PhysRevB.97.174206
https://doi.org/10.1088/1742-5468/ab02f4
https://doi.org/10.1007/s11511-015-0128-7
https://doi.org/10.1215/00127094-2017-0013
https://doi.org/10.1215/00127094-2017-0013
https://doi.org/10.1103/PhysRevLett.118.247402
https://doi.org/10.1103/PhysRevLett.118.247402
https://doi.org/10.1103/PhysRevLett.123.173601
https://doi.org/10.1103/PhysRevLett.123.173601
https://doi.org/10.1103/PhysRevX.7.011012
https://doi.org/10.1103/PhysRevX.7.011016
https://doi.org/10.1103/PhysRevResearch.3.013238
https://doi.org/10.1103/PhysRevResearch.3.013238
https://doi.org/10.1103/PhysRevB.103.L041405
https://doi.org/10.1103/PhysRevLett.125.095301
https://doi.org/10.1103/PhysRevLett.125.095301
https://doi.org/10.1103/PhysRevE.99.032131
https://doi.org/10.1103/PhysRevE.99.032131
https://doi.org/10.1103/PhysRevLett.123.100604
https://doi.org/10.1103/PhysRevLett.123.100604
https://doi.org/10.1103/PhysRevA.98.042118
https://doi.org/10.1103/PhysRevA.98.042118
https://doi.org/10.1103/PhysRevLett.116.245701
https://doi.org/10.1103/PhysRevX.5.041028
https://doi.org/10.1103/PhysRevX.5.041028
https://doi.org/10.1103/PhysRevLett.115.043601
https://doi.org/10.1103/PhysRevLett.115.043601
https://doi.org/10.1103/PhysRevLett.108.043003
https://doi.org/10.1103/PhysRevLett.108.043003
https://doi.org/10.1103/PhysRevLett.101.105701
https://doi.org/10.1103/PhysRevLett.101.105701
https://doi.org/10.1103/PhysRevB.96.180204
https://doi.org/10.1103/PhysRevB.96.180204
https://doi.org/10.1103/PhysRevResearch.2.013093
https://doi.org/10.1016/j.physrep.2017.05.008
https://doi.org/10.1016/j.physrep.2017.05.008
https://doi.org/10.1007/s10955-020-02496-1
https://doi.org/10.1007/s10955-020-02496-1
https://doi.org/10.1103/PhysRevLett.117.040601
https://doi.org/10.1103/PhysRevLett.117.040601
https://doi.org/10.1038/s42005-020-00495-y
https://doi.org/10.1021/nl803783g
https://doi.org/10.1021/nl803783g
https://doi.org/10.1103/PhysRevB.72.195431
https://doi.org/10.1103/PhysRevB.72.195431
https://doi.org/10.1103/PhysRevLett.95.086601
https://doi.org/10.1103/PhysRevLett.95.086601
https://doi.org/10.1103/PhysRevB.61.10950
https://doi.org/10.1103/PhysRevB.61.10950
https://doi.org/10.1103/PhysRevLett.127.240601
https://doi.org/10.1103/PhysRevLett.127.240601

