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Usually, sufficient supercooling of a liquid is employed to bypass the free energy barrier and speed up
crystallization. However, lowering the temperature T induces new issues competing with the crystal-
lization, e.g., slow particle motion, geometric frustration, and the glass formation, which complicates our
understanding of crystal growth. Here we systematically study the low-temperature nucleation kinetics
discriminated by the maximum nucleation rate temperature Td and the glass transition temperature Tg. At
Td, the ratio of the precursor and geometrically frustrated particles reaches the maximum. When
Tg < T < Td, nucleation kinetics is characterized by the subdiffusive slow particle motion, the high
degrees of geometric frustration, and the saturation of precursors. In this regime, nucleation can proceed
through the diffusionless-like ordering of precursors. Near Tg, there is a crossover regime, where
geometrically frustrated particles percolate and the glass formation strongly slows down the nucleation.
When T < Tg, diffusionless nucleation is obstructed due to the weak vibrational motion and the
mechanical stability of the glassy state.
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Liquid melts upon rapid and deep quenching could either
crystallize or vitrificate [1–5]. Exploring the crystallization
kinetics at the low-temperature regime is of fundamental
importance to condensed matter physics and material
sciences [6,7]. In many industrial applications, rapid and
deep quenching is often used, but it is crucial to prevent the
vitrification, increase the speed of crystallization, and
control the quality and morphology of crystals to be
formed. However, compared with the clear understanding
of crystallization under slow and shallow quenching (high-
temperature regime) [1–3,8–14], the crystallization kinetics
at the low-temperature regime still remains elusive [15–19].
The nucleation time, τN , and the α structural relaxation

time of a liquid, τα, are two characteristic timescales
describing the crystallization kinetics. In the high-
temperature regime, i.e., above the kinetic spinodal temper-
ature Tsp that the nucleation barrier is comparable to kBT
with kB and T being the Boltzmann constant and temper-
ature, the liquid melt is metastable and the long-time
diffusive dynamics dominates the nucleation process [20].
As a result, τN ≫ τα. For this case, previous studies
revealed the spontaneous fluctuation of liquid regions with
relatively high bond orientational order prior to the for-
mation of critical nucleus [11,12,21]. Additionally, the
icosahedronlike motifs start to participate in the nucleation
process and contribute to the formation of amorphous
precursors of crystal nuclei close to Tsp [22–26]. It has
been long believed that icosahedrons frustrate crystalliza-
tion and the slow-diffusion hinders crystallization. We may

thus expect the drastic slowing down of crystallization
below Tsp upon rapid and deep quenching. However, many
studies find that the fastest crystallization happens at the
temperature much lower than Tsp. In this case, τN should be
smaller than τα, but a clear understanding of how the fastest
crystallization operates is still lacking.
Another puzzle is how fast crystallization ceases upon

vitrification at low temperatures, i.e., close to the exper-
imental glass transition temperature Tg. In this regime, the
geometric frustration fights against the crystallization [16–
18,27,28], and the particles diffuse slowly, presumably in
the subdiffusive way as good glass formers do [4,5].
Previous studies have revealed that both precursorlike
and icosahedronlike structures grow up in rapid-quenching
liquid towards the glass transition [19]. These phenomena
imply that precursor structures, geometric frustration, and
short-time diffusion may interplay to affect the crystalliza-
tion and vitrification close to Tg. Under such conditions, it is
straightforward to suspect that the fast-crystallization mode
operates via small particle movements, while the vitrifica-
tion tends to “freeze” such ordering. This competition may
push the glass transition to ultralow temperatures, below
which the growth of the local ordering is highly suppressed
and the dynamics of glass samples is dominated by small-
magnitude vibrational motion. However, this scenario is still
under speculation and requires elucidation.
Here we study the low-temperature nucleation kinetics

using model systems consisting of monodisperse spherical
particles. Besides the glass transition temperature Tg, we
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find another crossover temperature Td where both the
nucleation rate I and the ratio of the precursor and geo-
metrically frustrated particles show a maximum. When
Tg < T < Td, the nucleation proceeds through the diffu-
sionlesslike ordering of nucleation precursors. The specific
characteristics in this temperature regime include the
subdiffusive slow particle motion, the high degrees of
geometric frustration, and the saturation of precursors.
Interestingly, there is a crossover temperature regime right
above Tg, where the geometrically frustrated particles
percolate and the diffusionlesslike ordering quickly decays
and ceases at Tg, indicating that the glass formation has
started to strongly compete with the nucleation. However,
in this crossover, the thermal energy is not yet low enough
to stop the sluggish further ordering of precursors on the
backbone of geometrically frustrated particles. This
competition indeed pushes Tg to ultralow temperatures,
which is about Td=10, as speculated. When T < Tg, the
percolation of geometrically frustrated particles and weak
vibrational motion prevail over the further ordering of
precursors. As a result, the system is mechanically stable
and the diffusionless crystallization is obstructed.
Our systems contain N spherical particles with diameter

σ and mass m simulated using periodic boundary con-
ditions within a three-dimensional cubic cell with side
length L. The particles interact via the pairwise potential

UðrijÞ ¼ ϵSðrijÞΘ
�
1 −

rij
rc

�
; ð1Þ

where rij is the interparticle distance, ϵ is the characteristic
energy scale of the interaction, ΘðxÞ is the Heaviside step
function, rc is the cutoff of the potential, and SðrijÞ
represents the functional form of the interaction. To
generalize our results, we consider three distinct types of
particle interactions, including Lennard-Jones (LJ),
Hertzian (HZ), and Yukawa (YK), with
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respectively, where κ=σ is the inverse Debye screening
length. We set the cutoff length, rc, to be 2.5σ, σ, and 10σ
for LJ, HZ, and YK potentials, respectively. The units of
mass, energy, and length are set to be m, ϵ, and σ. The time
is thus in units of

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mσ2=ϵ

p
. The temperature T is in units of

ϵ=kB. The dimensionless number densities ρ ¼ Nσ3=L3 are
1.2, 1.8, and 0.036 for LJ, HZ, and YK potentials,
respectively. For the YK potential, we set κ=σ ¼ 1.

Here we show results of N ¼ 32 000 particles and have
checked that our findings do not show strong system size
dependence.
We first equilibrate liquid states at T > Tm and then

rapidly quench them to the target temperature below Tm.
Here Tm is the effective melting temperature defined in the
Supplemental Material (SM) [29]. At all temperatures, we
perform molecular dynamics simulations with the cano-
nical ensemble, and the results are averaged over 50
independent runs. Upon rapid quenching, particles form
various local structures evolving with time and competing
with each other [37–39]. We use the Steinhardt bond
orientational order parameters based on the spherical
harmonics [21,30,40–45] to identify the local structural
orders. See the SM [29] for the definitions.
For all three systems studied here, the face-centered-

cubic (FCC) or hexagonal-close-packed (HCP) structures
are the stable ones. Perfect FCC and HCP structures have
the maximum bond orientational order q6 ¼ 0.57 and
q6 ¼ 0.48, respectively. We thus treat particles with q6 >
0.4 as crystalline particles [11,24] and show in Fig. 1(a) the
time evolution of the fraction of crystalline particles, ϕcðtÞ,

FIG. 1. Temperature dependence of early-stage crystallization.
(a) Time evolution of the fraction of crystalline particles ϕc for
the LJ system. (b) Time evolution of the number of crystal nuclei,
nc (top panel) and mean square displacement Δr2 (bottom panel)
for the LJ system. The time t in (a) and (b) is scaled by the
Einstein frequency τ−1E . (c) T dependence of the crystal growth
rate I (top panel), short-time diffusion constant D̄s (middle
panel), and the reduced crystal growth rate I� (bottom panel)
for the LJ, HZ, and YK systems. The arrows specify the
approximate locations of the characteristic temperatures Tp for
the three systems and Tg for LJ and YK (Tg for HZ is a little
higher and not shown). The vertical dashed lines specify Td for
the three systems. The black dotted lines in the middle panel
indicate distinct behaviors across Tp. We distinguish different
temperature regimes with different colors in the bottom panel.
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taking the LJ systems as the example. We scale the time t
by the Einstein frequency τ−1E . Here τE ¼ ffiffiffiffiffiffiffiffiffi

m=k
p

, where
k ¼ 3kBT=Δr2p with T ¼ 0.5Tm and Δr2p being the plateau
value of the mean square displacement [46].
As expected, ϕcðtÞ in Fig. 1(a) shows nonmonotonic

temperature dependence at low temperatures. Below the
glass transition temperature Tg, which is about 0.04Tm for
LJ and YK and 0.08Tm for HZ, ϕcðtÞ grows extremely
slowly due to the obstruction of the glass formation (see
Fig. S3 of the SM [29] for the definition of Tg). When
T > Tg, the slow crystallization process begins to speed up
until it reaches a crossover temperature Td that the initial
growth rate of ϕcðtÞ reaches the maximum. Above Td, the
initial growth of ϕcðtÞ slows down instead.
During the initial growth of ϕcðtÞ, crystalline particles

cluster into crystal nuclei that further grow up. Interes-
tingly, we find the fastest nucleation around Td, as seen
from the time evolution of the nuclei number ncðtÞ in the
top panel of Fig. 1(b) (nuclei consisting of over 80
crystalline particles are counted). We then estimate the
nucleation rate I from the linear relation, ncðtÞ ≈ Iðt − t0Þ
after an onset time t0 [11,47]. For all systems, IðTÞ shows a
maximum around Td, as illustrated in the top panel of
Fig. 1(c). Td is about 0.4Tm for LJ and HZ and 0.5Tm for
YK. This similar behavior of IðTÞ implies unified structural
or dynamical changes across Td. Note that this Letter
focuses on the early-stage crystallization right after the
quenching. If we wait for a long time until crystallization
finalizes, ncðtÞwill reach a maximum and decay afterwards
to the order of one. Compared with the later stage, which
involves the simpler growth and coalescence of nuclei, the
early-stage crystallization concerned here is more interest-
ing, complicated, and important to understanding the
mechanisms of nucleation.
Let us first look into the dynamics of the deep-cooling

liquid at the nucleation stage. The crystallizing liquid
is highly in nonequilibrium at low temperatures. We
thus examine the mean square displacement, Δr2ðtÞ ¼
hð1=NÞPN

i¼1 ½r⃗iðtÞ − r⃗ið0Þ�2i, calculated within a time
window comparable to the linear regime of ncðtÞ [see
top panel of Fig. 1(b)]. Here, r⃗iðtÞ is the location of particle
i at time t, and h� � �i denotes the average over independent
simulation runs. In Fig. 1(b) (bottom panel), we can see a
subdiffusive character of Δr2ðtÞ when T < Td, which
indicates the absence of the long-time liquid diffusion,
i.e., many times of α structural relaxation, within the time
window of low-temperature nucleation. We then select a
time-dependent short-time diffusion constant, DsðtÞ ¼
ð1=6L2Þ½dΔr2ðtÞ=dt�, to characterize the motion, and plot
the average value D̄s over the time window within which
ncðtÞ remains roughly linear in the middle panel of Fig. 1(c)
(refer to Table SI of the SM [29] about the time windows to
take the average).
We can clearly see a three-stage evolution of D̄sðTÞ from

high T to low T, separated by Td and another crossover

temperature Tp about 0.13 ∼ 0.16Tm depending on sys-
tems. This three-stage character suggests that the nucleation
kinetics below and above Td is governed by subdiffusive
and diffusive motion, respectively, and the glass formation
on approaching Tg has an additional effect on reducing the
subdiffusion when T < Tp.
The reduced crystal growth rate, I� ¼ I=D̄s, also dis-

plays a similar three-stage feature (from low T to high T):
(I) a regime below Tp where I� drops quickly on approach-
ing Tg, (II) a T-insensitive regime between Tp and Td

where I�ðTÞ is plateaulike, and (III) a regime above Td
where I� drops again, as shown in bottom panel of
Fig. 1(c). This three-stage character implies that the
reduction of D̄s below Td is responsible for the drop of I.
Note that the short-time diffusion constant D̄s defined

here takes effect only in the rather nonequilibrium early
stage of the crystallization, which should not be confused
with the long-time diffusion constant calculated from the
equilibrium diffusive behavior, Δr2 ∼ t. Therefore, a non-
zero D̄s does not mean that particles can indeed diffuse at
long times. We thus plot in Fig. 2(a) the temperature
evolution of the mean particle displacement, Δr ¼
hð1=NÞPN

i¼1 jΔr⃗iji, over the crystallization process from
ϕc ≈ 1% to 30%, with Δr⃗i being the displacement of
particle i and h� � �i denoting the average over simulation
runs. At low temperatures, Δr remains smaller than the

FIG. 2. Characterization of the particles’ crystallization trajec-
tory at low temperatures. (a) Temperature evolution of the mean
particle displacement, Δr, from ϕc ≈ 1% to 30% for the LJ, HZ,
and YK systems. The arrows point to Td. (b)–(d) Particle
displacement field in three dimensions and an x-y cross section
of a part of the LJ system at three different temperatures. The
length and direction of the arrows show the magnitude and
direction of the particle displacements. Red color represents
crystalline particles that form the nuclei at ϕc ≈ 30%.
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average interparticle distance a and only gradually grows
with the increase of T. Going beyond Td, Δr exhibits a
much faster growth with temperature and quickly exceeds
a. Accordingly, Td should be a crossover temperature from
a small-displacement subdiffusive crystallization mode to a
diffusive mode, as illustrated by the three distinct displace-
ment fields of crystallization in Figs. 2(b)–2(d).
Dynamical behaviors usually stem from some structural

origins. Previous studies have suggested that the tetrahedra
aggregations (TEAGs) are locally favored upon vitrifica-
tion, and they serve as the prime geometric frustration
against crystallization [6,7,16,17,48–50]. On the other
hand, the precursor structures with good local bond
orientational order but poor translational order facilitate
nucleation in a diffusionless way [11,12,21,51]. Based on
these understandings, we focus on the T-dependent evo-
lution of TEAG and precursor particles, respectively.
Particle i is a TEAG particle when it belongs to at least
12 adjacent quasiregular tetrahedra together with q6ðiÞ <
0.27 and NbðiÞ ≥ 12, where NbðiÞ is the number of nearest
neighbors of particle i [7]. Precursor particles are defined as
0.27 < q6 < 0.4. The details are described in the SM [29].
Usually, a TEAG particle is the center of a defected
icosahedron, whereas a precursor particle has a local
crystalline bond orientational order.
We use the fraction of TEAG particles, ϕTEAG, and

precursor particles, ϕpre, to probe the structure profile at the
initial nucleation state (ϕc ≈ 1%). When Tg < T < Td, we
find a sharp increase of ϕTEAG and the saturation of ϕpre

towards supercooling, as shown in Figs. 3(a) and 3(b),
respectively. It indicates that the low-temperature nuclea-
tion suffers high degrees of disorder besides the slow
particle motion. However, a large number of precursor
particles formed initially after the fast and deep quenching
guarantee the successful generation of small crystal nuclei
by slowly eradicating the quenched-in disorder inside
precursors. Thus, the fastest nucleation should happen at
Td, where ϕpre=ϕTEAG shows the maximum, as shown in
Fig. 3(c).
With the increase of ϕTEAG towards Tp, we find that the

TEAG particles percolate, as illustrated by the T depend-
ence of the maximum spanning length lm of the largest
TEAG clusters in the system in Fig. 3(d). For the largest
cluster, we calculate its lengths spanning over the three
dimensions, lx, ly, and lz, and define lm ¼ hmaxðlx; ly; lzÞi,
with h� � �i denoting the average over simulation runs. In
regime I below Tp, the sum of ϕTEAG and ϕpre exceeds 40%,
but we can still find the extremely slow crystallization
through the precursor-to-solid conversion until the average
amplitude of vibrational motion, e.g.,Δr2 ∼ 0.01a2 at Tg in
Fig. S3 of the SM [29], is much smaller than the minimum
particle displacement required for the diffusionless crys-
tallization, e.g., Δr ∼ 0.6a in Fig. 2(a). We may further
expect the onset of the mechanical stability of the system
after the precursor-to-solid conversion is “frozen” when

T < Tg. Accordingly, we do find the ceasing of crystal-
lization when T < Tg within the accessible simulation
timescale, as shown in Fig. S3 of the SM [29].
The distinct nucleation behaviors in three temperature

regimes can also be seen from the spatial distributions of
TEAGs, precursor and crystalline particles, as shown in
Figs. 3(e)–3(g).
In summary, by systematically studying the low-

temperature nucleation kinetics, we reveal the particularity
and significance of two characteristic temperatures, the
maximum nucleation rate temperature Td, and the glass
transition temperature Tg. They divide the low-temperature
regime into multiple parts with distinct crystalli-
zation scenarios. The particularly interesting part is

FIG. 3. T-dependent local-structure competition towards crys-
tallization at low temperatures. (a)–(d) Temperature evolution of
the fraction of TEAG particle ϕTEAG, precursor particles ϕpre, the
ratio ϕpre=ϕTEAG, and the size of the maximum TEAG particle
cluster lm for the three systems. We calculate all these quantities
at ϕc ≈ 1%. (e)–(g) Spatial distribution of TEAG, precursor and
crystalline particles at the initial nucleation stage at three
representative temperatures (LJ system): Tg < T < Tp in (e),
Tp < T < Td in (f), and T > Td in (g). A thin slice of the three-
dimensional system is shown. Note the distinct nuclei morpho-
logy for the three temperatures.
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Tg < T < Td, where we find the subdiffusive slow particle
motion, the high degrees of geometric frustration, and the
saturation of nucleation precursors. These multiple features
indicate that the fastest nucleation is a delicate balance of
TEAG and preordered precursors [22,23,25]. In this case,
low-temperature nucleation proceeds through the diffusion-
less-like ordering of precursors, which appear as small-
magnitude subdiffusive particle motions.
When T < Tg, we find the percolation of TEAG particles

and low-amplitude vibrational motion to be much smaller
than the particle displacement required for crystallization.
We thus expect the system to have mechanical stability
against the further ordering of precursors. In that case,
diffusionless nucleation is obstructed. We also expect that
the slow internal relaxations close to Tg actually affect the
nucleation, as illustrated by the percolation of TEAG
particles and drastic slow down of nucleation. In this
crossover regime (Tg < T < Tp), the vibrational motion
is not low enough, so that the sluggish crystal growth can
still proceed through the slow internal relaxations, e.g.,
slow β or early-α glassy relaxation [4,5]. To facilitate the
crystallization around or below Tg, some special appro-
aches should be employed, e.g., introducing thermal
annealing cycles or flat walls [46,52–55]. It is straightfor-
ward to expect that the characteristic temperatures con-
cerned in this Letter may also play special roles in these
approaches, which calls for follow-up studies.
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