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Full quantum dynamics of molecules and materials is of fundamental importance, which requires a
faithful description of simultaneous quantum motions of the electron and nuclei. A new scheme is
developed for nonadiabatic simulations of coupled electron-nuclear quantum dynamics with electronic
transitions based on the Ehrenfest theorem and ring polymer molecular dynamics. Built upon the
isomorphic ring polymer Hamiltonian, time-dependent multistate electronic Schrödinger equations are
solved self-consistently with approximate equation of motions for nuclei. Each bead bears a distinct
electronic configuration and thus moves on a specific effective potential. This independent-bead approach
provides an accurate description of the real-time electronic population and quantum nuclear trajectory,
maintaining a good agreement with the exact quantum solution. Implementation of first-principles
calculations enables us to simulate photoinduced proton transfer in H2O-H2Oþ where we find a good
agreement with experiment.
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Full quantum dynamics of molecules and materials is of
fundamental importance, but it remains one of the major
challenges for contemporary science. It requires an accurate
description of simultaneous quantum dynamics of electrons
and nuclei, which are nevertheless computationally prohibi-
tive for realistic materials. Existing methods including the
multiconfiguration time-dependent Hartree method [1,2], the
variational multiconfigurational Gaussian method [3], and
exact factorization [4] shed light on our fundamental under-
standing of correlated electron-nuclear states. They also serve
as benchmark calculations for model systems but are not yet
readily applicable for simulations of real materials. To date,
most dynamical calculations in materials science and quan-
tum chemistry have invoked classical nuclei approximation
within a mixed quantum-classical framework such as surface
hopping [5] and Ehrenfest dynamics [6], which are widely
adopted to simulate photoinduced phase transitions [7,8],
photocatalysis [9,10], and carrier dynamics [11,12].
However, in many domains, nuclear quantum effects

(NQEs) are of fundamental importance especially for sys-
tems containing light elements, at low temperatures, or
under strong photoexcitations. Examples include hydrogen
bonds in water [13], quantum paraelectric materials [14,15],
atom-tunneling-assisted phonon scattering [16], and even
the evolution of life [17]. To consider NQEs, ring polymer
molecular dynamics (RPMD) [18] becomes the mainstream
choice, where a set of replicas (beads) of the system under
consideration are coupled together by harmonic interactions
to simulate the effect of a nuclear wave packet based on
Feynman’s path integral approach [19]. Regular RPMD is

constrained to adiabatic simulations of ground state proper-
ties. However, with the rise of ultrafast lasers and surging
new phenomena in ultrafast science, a new demand for a
quantum description of simultaneous electronic and nuclear
dynamics emerges. For instance, Yang et al. [20] observed a
transient hydrogen bond contraction by 0.04 Å in liquid
water within 80 fs upon ultrafast laser excitation, which can
be successfully explained only if the quantum Wigner
distributions ofO andH atoms are considered. Light-induced
ferroelectricity in a quantum-paraelectric material SrTiO3

also requires a description of the simultaneous quantum
movement of ions and photoexcited electrons [21,22].
These works exemplify the urgent need to develop new
simulation tools to tackle full quantum motions of coupled
electrons and nuclei in a systematic and standardized way,
while preserving the accuracy of state-of-the-art first-
principles calculations. Such an approach, despite its para-
mount importance and urgency, is yet lacking.
Many efforts have been devoted to extend standard

RPMD to nonadiabatic simulations, e.g., RPMD with
surface hopping [23], coherent state mapping RPMD [24],
and ring polymer surface hopping in isomorphic
Hamiltonian [25]. The implementation of these methods
in first-principles calculations is however not suitable. The
outstanding challenge is to incorporate nonadiabatic effects
in path-integral-based dynamic simulations, requiring effi-
cient means to evaluate the effective potential for the ring
polymer systems involving multiple electronic levels.
In this Letter, we propose a new scheme for realistic full

quantum dynamic simulations exploiting the Ehrenfest
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theorem along with RPMD, to incorporate both the
nonadiabatic effects and NQEs in molecular dynamics
simulations. The new scheme is validated by comparing
the results with exact quantum solutions of a time-
dependent Schrödinger equation for model Hamiltonians.
Furthermore, the new scheme can be easily implemented in
first-principles approaches. Adopting the real-time time-
dependent density functional theory (RT-TDDFT) to treat
the electronic evolutions and involving RPMD for the
nuclear dynamics, we perform simulations of the photo-
induced ultrafast proton transfer in water radiolysis. The
lifetime of water cation is calculated to be ∼47 fs, in good
agreement with experiment.
The new scheme dubbed the independent-bead (IB)

approach assumes that each bead in RPMD evolves on
an independent effective potential energy surface. To
demonstrate the basic idea of the IB scheme, we begin
with deriving the ring polymer isomorphic Hamiltonian
when multiple electronic states are involved. Consider a
one-dimensional system with the Hamiltonian

Ĥðr; RÞ ¼ T̂N þ Ĥelðr; RÞ; ð1Þ

where T̂N is the nuclear kinetic Hamiltonian, and Ĥel is the
electronic Hamiltonian. To describe the quantum behaviors
of a complex electron-nuclear system, the ring polymer
Hamiltonian can be approximated starting from the quan-
tum canonical partition function

Z ¼ Tr½e−βĤ�; ð2Þ

and the corresponding Kubo-transformed real-time corre-
lation function [26] of operators Â and B̂ becomes

C̃ABðtÞ ¼
1

βZ

Z
β

0

dλTr½e−ðβ−λÞĤÂe−λĤ

× eiĤt=ℏB̂e−iĤt=ℏ�; ð3Þ

where β is the inverse temperature 1=kBT, and kB is the
Boltzmann constant.
The correlation function given in Eq. (3) is difficult to

calculate in most cases. A promising strategy is to map the
quantum system to a classical ring polymer isomorphism
with n beads according to RPMD theory, and the corre-
lation function (assuming Â and B̂ are position-dependent
operators) becomes [18]

C̃ABðtÞ ≃
1

ð2πℏÞnZn

Z
dp0

Z
dR0e−βn Hn ðp0;R0Þ

× AnðR0ÞBnðRtÞ; ð4Þ

where βn ≡ β=n, AnðR0Þ, and BnðRtÞ are averaging over
the beads at time 0 and t. Zn is the partition function for the
classical ring polymer system

Zn ¼
1

ð2πℏÞn
Z

dp
Z

dRe−βnHnðp;RÞ; ð5Þ

and Hn is the corresponding isomorphic Hamiltonian

Hnðp;RÞ¼
Xn
k¼1

�
p2
k

2m
þ m
2β2nℏ2

ðRk−Rk−1Þ2
�
þVðRÞ; ð6Þ

with a cyclic boundary condition R0 ≡ Rn, and VðRÞ≡
−ð1=βnÞ ln

P
shsj

Q
n
k¼1 e

−βnĤelðRkÞjsi [25], where s is run-
ning over all electronic states.
The theory outlined above applies only to the equi-

librium state. To make the nonadiabatic isomorphic
Hamiltonian feasible for first-principles calculations, we
suggest the independent-bead approximation: Each bead
bears an independent electronic configuration and evolves
on the mean field according to their respective electronic
wave function Φelðr; Rk; tÞ. Therefore, the effective poten-
tial can be approximated as

VðRÞ ≃
Xn
k¼1

VeffðRkÞ ¼
Xn
k¼1

hΦelðr; Rk; tÞjĤeljΦelðr; Rk; tÞi:

ð7Þ
We take the sum of mean-field Veff to replace the
potential VðRÞ, and then the corresponding ring polymer
Hamiltonian becomes

HIB
n ðp;RÞ ¼

Xn
k¼1

�
p2
k

2m
þ m
2β2nℏ2

ðRk − Rk−1Þ2 þ VeffðRkÞ
�
:

ð8Þ

The approximate real-time dynamics in the nonadiabatic
ring polymer system can be obtained from the trajectories
of each bead associated with the isomorphic Hamiltonian,
following the equations of motion [27,28]:

_pk ¼ −
m

β2nℏ2
ð2Rk − Rkþ1 − Rk−1Þ −

∂VeffðRkÞ
∂Rk

; ð9Þ

_Rk ¼
pk

m
ð10Þ

for k ¼ 1;…; n. The generalization to two or three dimen-
sions is straightforward.
In the framework of the Ehrenfest theorem, the electronic

wave function of each bead can be expanded in the
adiabatic representation

Φðr; Rk; tÞ ¼
X
i¼1

ci;kðtÞφiðr; RkÞ; ð11Þ

where ci;kðtÞ is the time-dependent complex coefficient.
Inserting Eq. (11) into the time-dependent electronic
Schrödinger equation, we have
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iℏ_ci;k ¼ EiðRkÞci;k − iℏ
X
j≠i

_Rk · dijðRkÞcj;k; ð12Þ

where dijðRÞ is the nonadiabatic coupling v ector (NAC)
which is responsible for the electronic transitions between
different adiabatic states: dijðRÞ¼hφiðr;RÞj∇Rjφjðr;RÞir.
The bracket hjjir indicates the integral over electronic
degrees of freedom only.
We then compare the IB approximation with earlier

algorithms proposed by Tully and co-workers, namely,
the centroid approximation (CA) and bead approximation
(BA) [23]. In the CA, the centroid of a ring polymer is
equivalent to the classical-like nucleus, and the evolution of
electronic states depends on the centroid trajectory of ring
polymer instead of the classical nuclear trajectory. Under
this assumption, Eq. (12) becomes

iℏ_ci ¼ EiðR̄Þci − iℏ
X
j≠i

_̄R ·dijðR̄Þcj; ð13Þ

where R̄ and _̄R stand for the position and velocity of the
centroid, respectively.
In the BA, the ring polymer is regarded as an effective

molecule with the beads being its constituent atoms. The
adiabatic PES and nonadiabatic coupling are chosen to be
the PES and NAC averaged over these beads. Therefore,
Eq. (12) can be expressed as

iℏ_ci ¼
�
1

n

Xn
k¼1

EiðRkÞ
�
ci − iℏ

X
j≠i

�
1

n

Xn
k¼1

_Rk ·dijðRkÞ
�
cj:

ð14Þ

Both CA and BA assume the beads of the ring polymer
necklace share the same electronic configuration, which is
different from the idea of IB approximation. The schematic
illustration of these three approaches is presented in Fig. 1.
To evaluate the accuracy of the IB method, we apply it to
several one-dimensional, two-state model problems that
mimic nonadiabatic chemical reactions. Exact quantum
mechanical (QM) dynamics is also performed, as well as
the results obtained from the CA and BA schemes for
comparison. The mass of the quantum particle is chosen to

be the mass of a hydrogen atom. To avoid redundancy, we
mainly focus on the results obtained for the simple avoided
crossing model and the others are shown in Supplemental
Material [29].
In the diabatic representation, the potential of a simple

avoided crossing model is expressed as V11 ¼ Að1 − e−BRÞ
for R⩾0; V11 ¼ −Að1 − eBRÞ for R < 0; V22 ¼ −V11;
V12 ¼ V21 ¼ Ce−DR2

, where V11 and V22 are diabatic
potential energy surfaces, and V12 is the off-diagonal
coupling matrix element between the two. The parameters
used for calculations are chosen to be A ¼ 0.27 eV,
B ¼ 7.56 Å−1, C ¼ 1.36 × 10−1 eV, D ¼ 22.33 Å−2.
The two adiabatic potentials and NAC strength are shown
in Fig. 2(a).
The system is initially prepared in the ground state, and

the nucleus is located at R0 ¼ −1.59 Å with initial velocity
v0 ¼ 0.13 Å=fs. In total, 200 beads are used in the RPMD
calculations at 50 K, and the FWHM of the initial wave
packet is identical to that of the “ring polymer” packet.
Note that in the RPMD-IB scheme, the electronic pop-
ulation is averaged over all beads.
Figure 2(b) shows the time evolution of the electronic

population in the excited state using different methods. The
real-time electronic transition obtained by the conventional
Ehrenfest dynamics shows a rapid increase due to the
missing NQE. The RPMD-CA shows agreement with the
Ehrenfest results for the evolution equations in Eq. (13)
only using the centroid trajectory. As for the results of
RPMD-BA scheme, it is completely inconsistent with the
exact quantum mechanical results, due to the inaccurate
effective potential induced in Eq. (14). On the other hand,
the IB approach shows an excellent agreement with the
exact QM results, whether the nucleus is in the strong NAC
region or leaves it.
Most importantly, we divide these beads into the two

states according to their population, and then compare the
normalized histograms of their respective spatial distribu-
tion with the profile from the exact solution at different
time. As shown in Fig. 3, during the tunneling process, the
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FIG. 1. Schematic diagrams for (a) centroid approximation,
(b) bead approximation, and (c) independent-bead approx-
imation approaches. The solid black lines represent the effective
potential curves. Adjacent beads are connected by spring inter-
action (wave lines).
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FIG. 2. (a) Two adiabatic potential energy curves (black lines)
and the nonadiabatic coupling strength (green line) as a function
of position R for the avoided crossing model. (b) The real-time
electronic population in the excited state obtained by different
methods.
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histogram of the bead distribution and the QM wave packet
show a good agreement, indicating that the quantized
nucleus is successfully mapped onto the ring polymer in
the IB approach.
We have shown that the IB approximation of the iso-

morphicHamiltonian in Eq. (6) is reasonable according to its
performance in severalmodel systems [29].Moreover, the IB
scheme can be applied but not limited to these empirical
model calculations. To validate the IB scheme for simula-
tions of real materials, we develop it in the first-principles
code TDAP which goes beyond the former ad hoc algorithm
[28]. The TDDFTworks with our RPMD-IB approach in the
following way: We solve the RT-TDDFT equation for each
bead iℏð∂=∂tÞΦjðr;R; tÞ ¼ Ĥj

effðr;R; tÞΦjðr;R; tÞ. Here,
Ĥj

effðr;R;tÞ¼ Ĥj
BOðr;RÞþUextðr;R;tÞ, where Ĥj

BOðr;RÞ
is the traditional Born-Oppenheimer Hamiltonian for each
bead, and Uextðr;R; tÞ is the external field. For RPMD
simulations, the potential in the nuclear Hamiltonian and
forces are evaluated by TDDFT.
Here we take the real-time nonadiabatic dynamics of

water radiolysis in H2O-H2Oþ as an example. Although the
RPMD-IB requires a large number of beads and induces
heavier computational cost, the time consumed is only a few
times more than the traditional TDDFT calculation thanks
to the parallel strategy. Moreover, when the system is large,
the IB scheme can be applied to a certain group of atoms,
while the other atoms are treated as classical particles, and
therefore, the computational complexity can be further

reduced [29]. Experiments show that the H2Oþ cation is
extremely unstable in liquid and undergoes proton transfer
to an adjacent water molecule in 46� 10 fs [20,32–34].
The gamma k grid and Perdew-Burke-Ernzerhof func-

tional are used in the TDDFT simulations, as well as
Troullier-Martins pseudopotentials, double zeta polariza-
tion basis set, and plane-wave energy cutoff of 200 Ry
for charge density [29]. To represent the initial photo-
excited state, hole concentration of 1=6 is used in line with
experiment and preceding surface hopping simula-
tions [34]. There are 12 beads employed to meet the
convergence of simulations. Calculation details are pre-
sented in Supplemental Material [29].
Figure 4 displays the main results of the RPMD-IB

simulation. Upon photoexcitation, the hole is initially
located at the second water molecule (w2), as shown in
the right panel of Fig. 4(a). The time evolution of δ defined
as the distance difference of the hydrogen atom (H) to its
two neighboring oxygen atoms (O1, O2) is shown in the
left panel of Fig. 4(a). For comparison, δ keeps oscillating
in the Ehrenfest dynamics simulations, stemming from the
neglect of NQEs, where the water molecules are always
intact. When considering NQEs using the IB scheme, we
find δ decreases to −0.2 Å at ∼47 fs after photoexcitation,
validating the ultrafast nature of proton transfer and the
formation of a hydronium cation (H3Oþ) and hydroxyl

0

0.2

0.4

0.6

 |� |

 Distribution of beads

-3 -2 -1 0 1 2 3
0

0.2

0.4

0.6
 |� |

 Distribution of beads

-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3

t = 10 fs t = 14 fs t = 17 fs

(a)

(b)

(c)

(d)

(e)

(f)

R (Å) R (Å) R (Å)

P
ro

b
a

b
ili

ty

FIG. 3. Comparisons between spatial distribution of beads from
RPMD-IB simulation and the wave packet profile from exact
solution. All beads are divided into two states according to their
electronic occupation. Thewave packet is plotted as jχij2 (i ¼ 0, 1),
where 0 and 1 refer to the ground and excited states, respectively.
The blue bar denotes the beads population in ground state in (a), (c),
and (e), and the beads population in the excited state is represented
by the red bar in (b), (d), and (f). We compared these two kinds of
distributions at t ¼ 10 fs [(a) and (b)], t ¼ 14 fs [(c) and (d)], and
t ¼ 17 fs [(e) and (f)], respectively.

FIG. 4. (a) The distance difference of the hydrogen atom (H)
and its two nearest oxygen atoms (O1, O2). Shadows indicate the
quantum fluctuation of all beads. Schematic setting is shown in
the right panel. (b) The snapshots at 0 and 47 fs in the excited-
state dynamics. In the RPMD-IB simulation, the configurations
of all beads are presented. At 47 fs, the whole nuclear wave
packet of split hydrogen atom approaches the oxygen atom (O1)
of the first water molecule, indicating the formation of hydronium
(H3Oþ) and OH radical.
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radical (OH·). The shadows in Fig. 4(a) display the
quantum fluctuation of δ estimated by overlaying the δ
for all beads. Time evolution of atomic configurations
using the Ehrenfest and RPMD-IB scheme is presented in
Fig. 4(b). The RPMD-IB approach yields the lifetime of
47–50 fs for H2Oþ, which is in good agreement with the
experiment (∼46� 10 fs) [34], while the water molecules
do not dissociate in Ehrenfest dynamics simulations.
Figure 5 shows the evolution of electronic states during

the proton transfer process. We focus on the two hydrogen
atoms of the second water (w2) [labeled H1w2 and H2w2 in
Fig. 5(b)]. The variation of electron distribution on H1w2
and H2w2 is presented in Fig. 5(a). In contrast to the
Ehrenfest simulation, the H2w2 shows a clear reduction
before 20 fs using RPMD IB. This trend can be ascribed to
the quantum fluctuation of atomic configurations, which

leads to intramolecular hole redistribution and enhances the
Coulomb attraction between H2w2 and O1. The second
trend is the increase of electrons on H1w2 in the period of
20–50 fs, implying a charge flow from the second water
(w2) to the first water (w1). This process is accompanied by
the proton transfer from w2 to w1. The charge-driven
proton transfer mechanism is schematically displayed in
Fig. 5(b). Moreover, the projected density of states (PDOS)
of each water molecule is shown in Fig. 5(c). In the
beginning at 5 fs, the hole population and separated PDOS
distribution demonstrate the hole is mainly localized on w2.
At 20 fs, the diffusive PDOS and hole population indicate a
transforming water dimer structure, which can be regarded
as the precursor state before the formation of hydronium.
The accompanying intermolecular charge flow during the
formation of the H3Oþ and OH radical can also be
identified in the PDOS and hole population at 45 fs, where
some holes have been transported to w1. The corresponding
electronic density of a typical bead is shown in Fig. S4 of
the Supplemental Material [29].
We also simulate the proton transfer process in liquid

water as shown in Fig. S5 of the Supplemental Material [29],
where a similar agreement can be achieved. RPMD-CA
and RPMD-BA are also implemented in our first-principles
code. The results shown in Fig. S3 of the Supplemental
Material [29] are at variance with experimental data. This
may arise from the inconsistency between nuclear forces of
the beads and electronic states [29]. Moreover, the proposed
RPMD-IB scheme can deal with large and extended systems
and is not limited to small clusters. We have simulated two
additional processes, i.e., collision of a hydrogen atom with
graphene and photocatalyticwater splitting onTiO2, with the
simulation cell containing 33 and 195 atoms, respectively.
The electron transfer is accelerated compared to conventional
Ehrenfest dynamics for both systems due to quantum
fluctuations. In addition, the computational cost is only a
few times more than original TDDFT calculations. Full
details are reported in Secs. VI and VII of the Supplemental
Material [29].
In conclusion, we demonstrate how the RPMD algorithm

and Ehrenfest theorem can be combined in a simple
effective computational scheme that accurately reproduces
the exact electronic transition rate and nuclear quantum
dynamics in nonadiabatic processes. Moreover, the simu-
lated lifetime of hole in H2O-H2Oþ agrees with the
experiment: Proton transfer occurs at 47 fs thanks to the
quantum nature of atoms. These encouraging results
indicate that the RPMD-IB approach is readily applicable
to more realistic multidimensional material systems where
electronic transitions and nuclear quantum effects play an
indispensable role.

We acknowledge Q. Chen, D. Q. Chen, X. Z. Li, and
E. G. Wang for help on codes and discussion. This work is

FIG. 5. (a) The time evolution of the Hirshfeld electron
occupation for two hydrogen atoms in the second water molecule
obtained from the Ehrenfest and RPMD-IB simulations. We
averaged the Hirshfeld charges over all beads in the RPMD-IB
simulation. (b) The atomic mechanism for the formation of
hydronium and OH radical. (c) The projected density of states on
the two water molecules (upper panel) and the population of each
energy level (lower panel) at 5, 20, and 45 fs. We choose a typical
bead to represent the evolution of electronic structure.
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