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We report a combined experimental and theoretical study on the effect of autoionizing resonances in
time-resolved photoelectron spectroscopy. The coherent excitation of N2 by ∼14.15 eV extreme-ultraviolet
photons prepares a superposition of three dominant adjacent vibrational levels (v0 ¼ 14–16) in the valence
b0 1Σþ

u state, which are probed by the absorption of two or three near-infrared photons (800 nm). The
superposition manifests itself as coherent oscillations in the measured photoelectron spectra. A quantum-
mechanical simulation confirms that two autoionizing Rydberg states converging to the excited A 2Πu and
B 2Σþ

u Nþ
2 cores are accessed by the resonant absorption of near-infrared photons. We show that these

resonances apply different filters to the observation of the vibrational wave packet, which results in
different phases and amplitudes of the oscillating photoelectron signal depending on the nature of the
autoionizing resonance. This work clarifies the importance of resonances in time-resolved photoelectron
spectroscopy and particularly reveals the phase of vibrational quantum beats as a powerful observable for
characterizing the properties of such resonances.
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Photoinduced wave-packet dynamics is one of the central
topics in femtochemistry [1] and attosecond physics [2]. A
wave packet is formed whenever a coherent superposition of
several eigenstates is prepared [3–10]. The corresponding
wave-packet dynamics can be effectively studied using
time-resolved pump-probe spectroscopy. A particularly
powerful method to probe such dynamics is time-resolved
photoelectron spectroscopy (TRPES), owing to its sensi-
tivity to both electronic and structural dynamics [11–15].
An important open question in TRPES is the role of

resonances in the probe step on the observed dynamics.
Such resonances are the rule rather than the exception when
ionization is performed with long-wavelength, in particular
visible or ultraviolet, light sources. Resonances can occur
as an intermediate step in multiphoton absorption or at the
final step in both single- and multiphoton absorption.
Previous evidence suggests that intermediate resonances
can lead to significant differences in the time-dependent
signals. For example, a recent study of perylene has shown
evidence of a subpicosecond relaxation dynamics when
probed through resonance-enhanced multiphoton ioniza-
tion, whereas no such relaxation was visible when single-
photon probing was used [16]. Similarly, a recent study of
the excited-state dynamics in SO2 using three-photon
ionization at 400 nm found pronounced vibronic wave-
packet dynamics [17], whereas a single-photon TRPES

study did not observe such dynamics [18]. In both perylene
and SO2, it is likely that the presence of intermediate
resonances is responsible for the different time-dependent
signals obtained from probing the same wave-packet
dynamics via different ionization pathways.
In comparison to the case of intermediate resonances, the

case of final, autoionizing resonances is even less under-
stood. These autoionizing resonances are likely to contrib-
ute to most TRPES studies in which ionization is performed
within a few electron volts of the threshold because of the
presence of dense series of Rydberg states converging to
the electronically excited states of the molecular cation. To
fully characterize and understand the effect of such reso-
nances, it is desirable to select a system with a well-known
electronic structure, such that all states can be assigned and
which is simple enough that the effect of different reso-
nances can be fully resolved. Moreover, the system should
support clear and long-lived wave-packet dynamics that
can then be probed through different resonances, high-
lighting their specific roles in the TRPES probe step.
Adding the knowledge gained from recent time-resolved
studies of N2 [19–25], we identified this system as a
promising candidate for the present study.
In this Letter, we report a combined experimental and

theoretical study of time-dependent wave-packet dynamics
in N2 prepared by broadband extreme ultraviolet (XUV)
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(14.15� 0.07 eV) excitation and probed by two or three
near-infrared (NIR) photons, accessing several autoioniz-
ing resonances. The broadband XUV excitation, the short
cross-correlation time, and the vibrationally resolved
TRPES allow us to observe (i) quantum beats between
three dominant high-lying vibrational levels within the
same electronic state and (ii) the dependence of the phase
and amplitude of these quantum beats on the autoioinizing
Rydberg states above the first ionization threshold popu-
lated by the probe laser.
The experimental setup was previously described in

Ref. [26]. A fundamental NIR pulse (800 nm, 30 fs,
5 kHz) was divided by a beam splitter (70∶30). The major
portion (∼0.5 mJ) was used for high-harmonic generation,
providing the XUV-pump (H9) pulse. The minor portion,
serving as the probe pulse, was independently focused on
the gas jet in the second arm of the interferometer. The time
delay between the XUV-pump and NIR-probe pulses was
scanned between −130 and þ2150 fs in steps of 10 fs. The
XUV NIR cross correlation of ∼50 fs was determined
through by the laser-assisted photoelectric effect [27] of
carbon dioxide ionized by a (1þ 10) scheme. The NIR
probe intensity of 2 × 1012 W=cm2 was estimated based on
the Stark shift of the photoelectron bands. The advantage of
the selected pump-probe scheme is that no single-photon
(XUVor NIR) ionization event is observed, thus providing
a background-free scheme with only pump-probe pathways
contributing to the signal.
The experimental results were simulated using the

coupled-channel time-dependent Schrödinger equation for
N2 interacting with pump and probe laser pulses. Our
theoretical method was reported earlier [28]. For the treat-
ment of photoelectrons, we follow the method proposed in
Refs. [29–31]. We included the N2 ground electronic state
(X1Σþ

g ), as well as several excited electronic states based on
their symmetries and energies. Specifically, we included the
diabatic states b0, c0, and e0 of 1Σþ

u symmetry, around 14 eV
above the ground state in the Franck-Condon (FC) region
[32–34], which couple strongly with the ground state by the
pump pulse. Diabatic states b, c, and o of 1Πu symmetry,
which also have energies near 14 eV were not taken into
account since they play a less important role as confirmed by
the experiment. Moreover, two Rydberg states, 4pπuð1Σþ

g Þ
converging toA2Πu and 4sσgð1Σþ

g Þ [35] converging toX2Σþ
g ,

were included because they are accessed by the probe pulse.
In addition, the autoionizing Rydberg states 3dσg ð1Σþ

uÞ
converging toB2Σþ

u , and 11dσg [36,37] converging to A2Πu,
were included as well since they couple to the intermediate
b0 state by a two-photon transition and are enhanced by a
resonance at 17.15 eV (v ¼ 0) and at 17.25 eV (v ¼ 3),
respectively. These autoionizing states decay to the ground
electronic state of Nþ

2 (X2Σþ
g ), which is also included in the

calculation.
The diagonal matrix elements of the Hamiltonian are

Hii ¼ TR þ Vii, where TR ¼ −ð∂2=2μ∂R2Þ is the nuclear

kinetic energy operator and ViiðRÞ is the potential energy of
channel i. The dynamic ponderomotive energy UpðtÞ is
added to the energies of the highest three channels, and
the electron kinetic energy E ¼ k2=2 is added to the ionic
state energy. The off-diagonal matrix elements are Hij ¼
E⃗ðtÞ · d⃗ijðRÞ þ VijðRÞ, where d⃗ijðRÞ is the dipole coupling
between channels i and j and Vij is the electronic coupling
of different diabatic states. The potential energy curves
(PECs) illustrated in Fig. 3 and transition dipoles are taken
from Refs. [33,38] and Refs. [33,39], respectively. The
XUV (NIR) pulse is modeled with a Gaussian envelope
with the duration of 25 fs (40 fs) and photon energy of
14.15 eV (1.55 eV). The pump-probe photoelectron spec-
trum is calculated as

SðEÞ ¼
X

i

Z
jχiðR; EÞj2dR; ð1Þ

where χiðR;EÞ is a nuclear wave function, and the sum is
taken over the ionic state channels.
Figure 1(b) shows the experimental two-dimensional

(2D) TRPES, and the corresponding one-dimensional (1D)
photoelectron spectrum integrated over all the time delays is
shown in Fig. 1(a). The spectrum is truncated around
0.3 eV due to the maximum acquisition time window of
the time-of-flight device. In Fig. 1(b), no photoelectron
signals are observed prior to time zero, and two distinct
groups of photoelectron signals showing up during the cross-
correlation. Peaks below1.66 eVare assigned to the transition
of one XUV plus two NIR photons, whereas peaks above
1.66 eV correspond to one XUV plus three NIR photons. An
intuitive mechanism behind the observation is depicted in
Fig. 3. Fromhere on,wemainly focus on the discussion of the
spectra induced by the absorption of two NIR photons.
The two-NIR-photon region is dominated by a peak

around 1.55 eV assigned to a transition from the neutral
ground state to the b0 1Σþ

u valence state (XUV pump), which
is subsequently excited to the Rydberg state 3dσg (v0 ¼ 0)
[36,37,40] (NIR probe). This state autoionizes to the ionic
ground state X2Σþ

g (v00 ¼ 0). Similarly, the second-strongest
peak around 1.66 eV is assigned to the autoionization of the
Rydberg state 11dσg (v0 ¼ 3) [36] to X2Σþ

g (v00 ¼ 0). The
measured energy difference of 0.11 eV between these two
peaks verifies the corresponding energy gap between the
respective Rydberg states. In the same way, three pairs of
peaks below 1.55 eV are assigned as transitions to X2Σþ

g

(v00 ¼ 1, 2, 3). Two extra peaks assigned as transitions
from autoionization of the Rydberg state 8dπg (v0 ¼ 3)
[36,37,41,42] to X2Σþ

g (v00 ¼ 2, 3) also appear in this
region.
The previously discussed peaks have also different time

evolutions. Around time zero, all signals from different
Rydberg states appear at the same time. After the cross-
correlation time, the signal from the 11dσg (v0 ¼ 3) state
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shows up before the one from the 3dσg (v0 ¼ 0) state [see
the inset in Fig. 1(a)], and the spectrum exhibits clear
beating with a period of about 50 fs. Moreover, the relative
time difference between 11dσg (v0 ¼ 3) and 3dσg (v0 ¼ 0)

to X2Σþ
g (v00 ¼ 0, 1, 2, 3) amount to 12.0� 1.2 fs,

9.7� 0.8 fs, 7.7� 1.0 fs, and 2.7� 0.8 fs, respectively
(see the red dashed lines in the inset of Fig. 1(a) and the
Fig. S1 in Supplemental Material [43]). In the following,
the signal originating from 3dσg (v0 ¼ 0) and 11dσg
(v0 ¼ 3) is referred to as “main peaks” and “subpeaks,”
respectively.
Figure 1(c) shows the calculated photoelectron spectrum.

The calculation reproduces all main features from the
measured spectrum well in both the two-NIR-photons
and three-NIR-photons regions. The main and subpeaks
are clearly visible in the calculation and their positions
correspond to the measured peaks within 0.02 eV. However,
the intensity ratio between the main and subpeaks differs
between the calculation and the experiment. This is mainly
due to an incomplete evaluation of the FC factors in the
theory, shown as blue diamonds (subpeaks) and green
squares (main peaks), respectively. The calculations also
underestimate the photoelectron background in the region of
0.3–1.5 eV, which we attribute to the fact that the direct-
ionization (as opposed to the autoionization) channels are
not included. Figure 1(d) shows the calculated 2D spectrum
which can be directly compared with Fig. 1(b). The
calculations predict clear beating signals for all main and
subpeaks in the two-NIR-photons region in excellent agree-
ment with the experiment. We note that the amplitude of the
calculated beating signal is constant, whereas it decays in
the experiment as a consequence of rotational dynamics that
are not included in the calculations.
Time-dependent profiles for main and subpeaks are

shown in Figs. 2(a) and 2(b), respectively. All traces have
similar time profiles with a well-resolved beating pattern
and an exponential intensity decay. The beating pattern is
encoded into amplitude revivals which depend on time
delay. This is due to the anharmonicity of the b0 1Σþ

u PEC
[44,45] causing nonequidistant vibrational level spacings.
Therefore, the initially well-localized wave packet
dephases and partially rephases over time. The exponential
intensity decay is characterized with a single time constant
of ∼8 ps, which is in good agreement with an expected
value derived from the known rotational constant of the
b0 1Σþ

u state [42,46], and the assumption that the XUV
excitation prepares a certain degree of rotational coherence,
which later undergoes dephasing and overall decrease of
the measured beating signal.
Figures 2(c) and 3(d) show Fourier analysis of both

experimental and theoretical 2D spectra, respectively,
providing further insights into the nuclear dynamics. The
main peaks have two dominant frequencies: one around
17.5 THz corresponding to beating between b0 (v0 ¼ 15)
and (v0 ¼ 16) states and the other around 18.8 THz
corresponding to beating between b0 (v0 ¼ 14) and
(v0 ¼ 15) states, shown as an inset in Fig. 2(a).
Identification of these two beating frequencies confirms
our assignment that three adjacent vibronic levels are
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FIG. 1. (a) Delay-Integrated measured and (c) simulated photo-
electron spectrum of N2 following XUV (H9) pump excitation and
NIR (800 nm) multiphoton absorption, the peak assignments for
two-NIR-photon absorption are shown on the top. (b) Experimental
and (d) simulated 2D TRPES. The region from 0 to 100 fs is
enlarged in the insets of (a) and (c), respectively. Positive delay
signifies that the NIR probe pulse follows the XUV pump pulse.
The simulated photoelectron spectra are convoluted with a 40-meV
Lorentzian line shape. The FC factors for subpeaks (blue diamonds)
and main peaks (green squares) are shown in (c), respectively.
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simultaneously prepared by the XUV pulse. Referring to
the inset in Fig. 2(b), for the subpeaks, only one domi-
nant frequency around 17.5 THz is observed, which is
explained below.
As discussed above, the subpeaks appear earlier than the

main peaks in the two-NIR-photons region outside the
cross-correlation time. This can be further quantified using
the common frequency at 17.5 THz from the Fourier

analysis in Fig. 2. The argument extracted from the
complex amplitude of the fast Fourier transform spectral
components is defined as the phase, which defines the time
at which a specific signal maximizes. The extracted phases
are presented in Fig. 2(e). The main-peak phases (green
dots) are more or less constant at about 1.5 rad, whereas the
subpeak phases (blue dots) have a decreasing trend (in
absolute value) with increasing its kinetic energy. Overall,
this leads to an increasing phase difference between the
main and subpeaks with kinetic energy. As such, the
population of higher vibrational levels leads to a decrease
of the relative time delay between the main and subpeaks.
Similarly, Fig. 2(f) shows phases retrieved for the calcu-
lated spectrum. Interestingly, the calculations confirm the
flat phases for the main peaks and they also reproduce the
large phase difference between the main and subpeaks at
high kinetic energies. Therefore, the calculations correctly
capture the different effects of the autoionizing resonances
on the observation of the vibrational wave packet.
Interestingly, the calculated subpeak phases stay flat as a
function of kinetic energies, whereas the experimental data
show a decreasing trend [see Fig. 2(e)]. For the main peaks,
on the one hand, the relative contributions of the direct
ionization pathways are smaller than those from the auto-
ionization pathways, which is inferred from their relative
energy distributions in Fig. 1(a); on the other hand, the
phase differences between the direct and the autoionization
pathways are overall small (see Fig. S2 in Supplemental
Material [43]), such that the observed phases do not vary
much as a function of kinetic energy. For the subpeaks, the
direct and indirect pathway phase differences are large, and
the direct ionization channel becomes dominant at low
kinetic energies owing to the increase of photoionization
cross sections toward the threshold, which results in a
significant modulation on the observed phase with decreas-
ing photoelectron energy (see the analytical estimation in
the Supplemental Material [43]). Therefore, the main
reason for the discrepancy between the experimental and
simulated phases is attributed to the absence of direct
photoionization pathways in the simulation.
The above-mentioned observations can be summarized

into an intuitive mechanism behind the observation of
wave-packet dynamics probed through the autoionizing
resonances. The mechanism is depicted in Fig. 3 where
the relevant PECs are shown. In the pump step, the XUV
pulse centered around 14.15 eV creates a superposition of
three vibronic states b0 1Σþ

u (v0 ¼ 14, 15, and 16, solid red
lines) through vertical excitation from the ground state
X1Σþ

g ðv0 ¼ 0Þ.
During the cross-correlation time, the NIR-probe pulse

launches the wave packet from b0 state to both 3dσg
(v0 ¼ 0) and 11dσg (v0 ¼ 3) Rydberg states, since the wave
packet is still relatively well localized on the b0 state in the
FC region. In this situation, the vibrational wave packet
formed from the three high-lying vibrational levels
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FIG. 2. (a) and (b) The time-dependent photoelectron signals of
the transitions from 3dσg (v0 ¼ 0) and 11dσg (v0 ¼ 3) to X2Σþ

g ,
respectively. The insets in (a) and (b) show the Fourier transform
of the oscillating signal [3dσgðv0 ¼ 0Þ → X2Σþ

g ðv00 ¼ 0Þ] and
[11dσgðv0 ¼ 3Þ → X2Σþ

g ðv00 ¼ 0Þ] of both experiment (red) and
theory (blue), respectively. (c) and (d) Fourier analysis of the
observed and calculated TRPES [Figs. 1(b) and 1(d)] as a
function of the photoelectron energy with a logarithmic-scale
color map, respectively. (e) and (f) Fourier phases of the
experimental and simulated two-NIR-photon signal at 17.5 THz,
respectively.
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(v0 ¼ 14, 15, 16) in the b0 state and the v0 ¼ 0 in 3dσg state
have large FC factors irrespective of the internuclear
distance R. In contrast, the v0 ¼ 3 vibrational level of
the 11dσg Rydberg state has several nodes, meaning that
the corresponding FC factors strongly depend on the
internuclear distance R. In addition, the resonant transition
between b0 (v0 ¼ 14) and 11dσg (v0 ¼ 3) could be sup-
pressed as a consequence of the fact that their energy
difference (∼3.17 eV) is slightly larger than the total
energy of two NIR photons (∼3.11 eV). Considering these
two aspects, the subpeaks show a negligible contribution
from the lowest b0 (v0 ¼ 14) state. Since the two Rydberg
states have much shorter lifetimes [20,48] than the cross-
correlation, the launched wave packet instantaneously
autoionizes to the Nþ

2 X2Σþ
g state. As a result, the main

and subpeaks appear at the same time in the spectrum.
At time delays longer than the cross-correlation, an

XUV-prepared wave packet passes through the outer turn-
ing point of the b0 state, see Fig. 3. During its passage back
to the inner turning point, a transition between the b0 state
and the outer turning point of the 11dσg state occurs before
a transition to the 3dσg state. This means that the subpeaks
generally reach their maxima earlier than the main peaks in
the time-resolved spectra beyond the cross-correlation time.
Nevertheless, since the direct ionization pathway becomes
dominant as the vibrational levels in the X2Σþ

g ground
state of Nþ

2 increase toward the ionization threshold, the

interference between the two pathways leads to a signifi-
cant variation of the observed phases. In contrast, the
indirect pathway is always dominant for the main peaks,
which results in the observed phases being largely constant
for all accessed final states. The internuclear-distance-
dependent FCs between the autoionizing states and the
ionic states mainly affect the relative intensity of individual
peaks, which could also essentially contribute to the
interference term and the final-state dependence of the
observed phases.
In summary, we have used TRPES to access the ultrafast

wave-packet dynamics of N2, probed through autoionizing
Rydberg resonances with high temporal and spectral
resolution. The observed photoelectron spectrum shows
clear beating signals, and is well interpreted by a time-
dependent quantum-mechanical calculation. Three domi-
nant high-lying adjacent vibrational levels (v0 ¼ 14, 15, 16)
in the b0 valence state were prepared by the XUV pulse
centered at 14.15 eV. Three autoionizing Rydberg states
converging to the A 2Πu and B 2Σþ

u states of Nþ
2 were then

accessed by the NIR pulse and their signatures are
identified in the spectrum, revealing interesting differences
in both the phase and the amplitude of the observed b0-state
wave-packet signals. This combined experimental and
theoretical study demonstrates the important role of auto-
ionizing resonances in TRPES of molecular wave packets
and clarifies how these resonances affect the observables of
TRPES. The insight gained from this work will support the
design and interpretation of future experiments in this field.
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