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Strong measurements usually restrict the dynamics of measured finite dimensional systems to the Zeno
subspace, where subsequent evolution is unitary due to the suppression of dissipative terms. Here, we show
qualitatively different behavior induced by the competition between strong measurements and the
thermodynamic limit, inducing a time-translation symmetry breaking phase transition resulting in a
continuous time crystal. We consider an undriven spin star model, where the central spin is subject to a
strong continuous measurement, and qualify the dynamic behavior of the system in various parameter
regimes. We show that above a critical value of measurement strength, the magnetization of the
thermodynamically large ancilla spins, along with the central spin, develops limit-cycle oscillations.
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Introduction.—Quantum measurements are a central
aspect of open quantum system dynamics with applications
to quantum computing [1], sensing [2], communications
[3], and cryptography [4]. Since measurements are non-
unitary and act on a timescale different than Hamiltonian
evolution, novel effects such as weak-value amplification
[5], quantum Zeno [6], and anti-Zeno [7,8] effects are
observed in finite systems. The Zeno freezing of the
dynamics does not preclude dynamical behavior of the
system, since a quantum system that is strongly measured
can evolve unitarily in its Zeno subspace [9–12]. The
situation becomes more subtle for many-body systems,
where competition between measurement strength and
thermodynamic limit can create novel phases. While such
a competition has been studied to understand emergent
steady states of quantum systems either measured or
coupled to dissipative baths [13,14], it is an open question
if time independent measurements alone can induce con-
tinuous time-translation symmetry breaking in open quan-
tum systems in the thermodynamic limit. In this Letter,
we answer this question in the affirmative by inducing a
continuous time crystal entirely by measurements.
Time crystals are novel phases of matter with broken

time-translation symmetry [15,16]. The earliest examples
of these many-body nonequilibrium systems displayed
breaking of the discrete time-translation symmetry in
closed and open systems [17–25], and have been observed
experimentally in a number of physical platforms [26–36].
It has been realized that dissipation plays a crucial role in
breaking the continuous time-translation symmetry in
otherwise quiescent systems, leading to “continuous time

crystals” (CTCs) [37–47]. Here, the continuous symmetry is
broken in the thermodynamic limit witnessed by the emer-
gence of an oscillating steady state. These limit-cycle osci-
llations were recently observed in a continuously pumped
dissipative atom-cavity system [48]. While discrete time
crystals are induced by periodic driving, all existing models
of continuous time crystals are induced by the presence of a
constant external drive. In this Letter, we employ a time-
translation invariant measurement scheme to induce dissi-
pative phase transition in the thermodynamic limit.
Zeno-induced dissipative phase transitions.—Physical

systems that exhibit dissipative phase transitions involve
competition between coherent and dissipative terms. It is,
however, not always the case that these terms scale
extensively with the size of the system. A typical approach
is to rescale the nonextensive terms [49–51], demanding
that the dissipation rates scale inversely with the system
size. Examples of this strategy can be found in both closed
and open collective models [52–57], with CTCs being no
exception.
Typical derivations of Markovian master equations from

microscopic physics do not provide a path to this rescaling
since system environment interactions are rarely tunable. In
contrast to this, variation of measurement strength with the
size of the system as a power law is more readily under-
stood as a feasible control strategy [55]. This opens the
attractive possibility of using measurements as a natural
path to arbitrary power-law variation of the effective
dissipation strength of open quantum systems. This, along-
side typically controllable Hamiltonian terms, provides
complete control of the dissipative phase transition.
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Consider a subsystem of a thermodynamically large
system being subjected to strong measurements. As
detailed below, the measurements induce a Lindblad
evolution on the remainder of the system [13,58–60].
The strength of the Lindblad evolution grows weaker with
measurement strength. This implies that if the measurement
strength scales suitably with the size of the unmeasured
system, it is possible for extensive Hamiltonian terms to
compete with the effective dissipation, causing qualitatively
large changes in the steady state properties in the thermo-
dynamic limit, heralding a dissipative phase transition.
Spin star model.—In order to demonstrate how mea-

surements can induce the time-crystalline phase, we focus
on a specific model given by the spin star system [61–63]
shown in Fig. 1. A central spin interacting with N ancilla
spins is described by the following Hamiltonian:

ĤT ¼ ωcŜz þ ωaÎz þ S⃗ · J · I⃗; ð1Þ

where Îα ¼
P

k σ̂
k
α=2 denotes the collective spin operators

of the ancilla spins, I⃗ ¼ ðÎx; Îy; ÎzÞ⊺, Ŝα ¼ σ̂α=2 denotes the

spin operators of the central spin, and S⃗ ¼ ðŜx; Ŝy; ŜzÞ. The
natural frequencies of the central spin and collective ancilla
spins are ωc and ωa, respectively. The interaction is
characterized by the coupling matrix J. The central spin
is coupled to a measurement apparatus modeled as a zero
temperature bath, inducing an open system evolution [64]
of the spin star system given by

_ζ ¼ −i½ĤT; ζ� þ ΓD½Ŝ−�ζ: ð2Þ

Here, ζ is the state of the spin star system and D½Ô�ζ ¼
ÔζÔ† − fÔ†Ô; ζg=2 is the Lindblad dissipator modeling
the measurement with strength Γ. This strength is tunable
for instance by changing the average number of photons
in a cavity coupled to superconducting qubits [65] or by
other approaches [66–70].

We consider the dissipative spin star system in the Zeno
limit of strong measurement and treat the Hamiltonian part
perturbatively [58,59] to arrive at effective dynamics for the
ancilla spins. Keeping leading order terms produces the
effective master equation for ancilla spins in Lindblad form
(see Supplemental Material [71]),

_ρ ¼ −i½Ĥ; ρ� þ 1

Γ
D½L̂�ρþO

�
1

Γ2

�
: ð3Þ

Here, ρ is the reduced state of the ancilla spins, Ĥ ¼
ωaÎz − 1

2

P
α JzαÎα is the effective Hamiltonian, and L̂ ¼

P
αðJxαÎα − iJyαÎαÞ is the jump operator for the effective

dissipation. The Oð1=Γ2Þ correction in Eq. (3) can be
neglected when kĤTk∞ ≪ Γ, where k:k∞ is the infinity
norm. We now demonstrate this by studying the Liouville
eigenspectrum of the full spin star system alongside the
ancilla subsystem.
Liouville eigenspectra and Zeno limit.—The Liouville

eigenspectrum encodes both the transient and steady state
behavior of open system dynamics [23,72–75]. Both master
equations for the open spin star system in Eq. (2) and the
ancilla spins in Eq. (3) can be written in the form of
vectorized density matrices as j_ρ⟫ ¼ Ljρ⟫ [72]. The
spectral decomposition of a Liouvillian can be expressed
as L ¼ P

k λkjlk⟫⟪rkj, where λk ¼ αk þ iβk are the com-
plex eigenvalues with corresponding left and right eigen-
vectors jlk⟫ and jrk⟫.
The dissipator D½Ŝ−� when restricted to the central spin

has four eigenstates with eigenvalues f0;−1=2;−1=2;−1g.
In the full Liouville space of the spin star system, when the
Hamiltonian part is not considered, these eigenvalues
become f0;−Γ=2;−Γ=2;−Γg, each having degeneracy
given by the dimension of the ancilla Liouville space.
The Hamiltonian in Eq. (2) does not commute with the
dissipative term, therefore lifting the degeneracy of the full
Liouvillian. Hence the Liouville eigenspectrum of the
entire system shows the eigenvalues occupy vertical stripes
with horizontal separation of OðΓÞ between them, and a
spread within each stripe of Oð1=ΓÞ, as seen in Fig. 2.
Since the eigenvalues of D½Ŝ−� are purely real, the vertical
spread of the spectrum depends only on the parameters of
the Hamiltonian and is independent of the measurement
strength Γ. We label the eigenvalues of the full Liouvillian

as fλðμÞk gμ¼f0;1;2;3g, with superscript μ denoting the vertical
stripe and subscript k < 4ðN þ 1Þ2 enumerating the eigen-
values of the full Liouvillian within the symmetric space of
the ancilla spins.
In the Zeno limit of strong measurement, the dynamics

is confined in the steady state subspace of the dissi-
pator, referred to as the Zeno subspace [9,11,12]. For
Eq. (2), the Zeno subspace is given by the central spin being
in the ground state, corresponding to the μ ¼ 0 stripe of the
eigenspectrum. We note that the effective dynamics inside

FIG. 1. Spin star model, where a single central spin interacts
with multiple ancilla spins. Strong continuous measurement of
the central spin induces transient oscillations of magnetization for
the finite number of ancilla spins and leads to a time-translation
symmetry broken phase in the thermodynamic limit. The period
of these oscillations is given by T ¼ 2π=ΩZ and is explicitly
calculated below.
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the Zeno subspace described by Eq. (3) has the Lindblad
structure with weak dissipation. The difference in the
eigenvalues of the full spin star Liouvillian and the ancilla
Liouvillian scales as Γ−2, implying nearly overlapping
spectra for large enough measurement strengths [58,60].
To compare the effect of the measurement strength and the
system size on the dynamics, we define the reduced
measurement strength γ, such that Γ ¼ γI, with I ¼ N=2
being the total spin of the ancilla subsystem.
In order to neglect the higher-order term in Eq. (3), we

require the reduced measurement strength γ to be much
greater than a threshold strength γ0 ≈maxfJij;ωc;ωag. For
parameters chosen in Fig. 2(a), moderate value of γ ¼ 15
shows segregation of the eigenspectrum of spin star
Liouvillian into distinct stripes. Figure 2(b) shows excellent
agreement between the Liouville eigenspectrum of the full
and effective evolutions given by Eq. (2) and Eq. (3),
respectively.
The Zeno limit of Γ → ∞ can be achieved either by

keeping the system size fixed and increasing the reduced
measurement strength (γ → ∞) or by keeping the reduced
measurement strength constant and going to the thermo-
dynamic limit (N → ∞). Depending on the value of γ
and N, the spin star model shows distinct dynamical
behavior as sketched in Fig. 2(c). We explore these further
below, assuming that γ ≫ γ0.
Finite spin star system.—As the strength of measurement

on the central spin increases, the effective dissipation on the
collective ancilla spin becomes weaker. For a finite ancilla
size depending on the value of γ, we observe two distinct
regimes. These regimes are referred to as “dissipative
regime” and “unitary Zeno regime” in Fig. 2(c). In the
dissipative regime, all the eigenvalues of the spin star
Liouvillian, except the one corresponding to a steady state,

have finite real part, αμk≠0 < 0. Hence the dynamics takes
arbitrary initial symmetric states of the ancilla spins to the
steady state characterized by λ0 ¼ 0. In contrast, in the
unitary Zeno regime when γ → ∞, the dissipation inside
the Zeno subspace vanishes and the dynamics of collective
ancilla spins is unitary [9,10]. In terms of the Liouville
eigenspectrum of the spin star system, the unitary Zeno
regime can be viewed as the collapse of the steady state
stripe onto the imaginary axis, α0k → 1=Γ → 0, and the
divergence of the eigenvalues from the other stripes toward
negative infinity αμ≠0k → −Γ → −∞. In this limit, the
measurement overwhelms the dynamics of the central spin
and drives it to a steady state given by hS⃗i ¼ ð0; 0;−1=2Þ,
essentially decoupling it from the ancilla spins. We now
show that variation of measurement strength induces
strikingly different behavior in the thermodynamic limit.
Thermodynamic limit.—In contrast to the previous sec-

tion, we choose a fixed value of the reduced measurement
strength γ ≫ γ0 and let the number of the ancilla spins
diverge, N → ∞. Doing this opens the possibility for a
dissipative phase transition to occur, as both the unitary and
dissipative parts of the master equation, Eq. (3), scale
extensively with the size of the system. To illustrate this, we
make a particular choice for the coupling matrix J with
nonzero entries Jxx ¼ Jyy; Jzz ¼ 2ωa and Jzx ¼ −2Ω. Such
anisotropic terms can be engineered by directional hopping
in Fermionic models [76–78] or optical lattices. This choice
of parameters reduces the ancilla master equation to

_ρ ¼ −iΩ½Îx; ρ� þ
κ

I
D½Î−�ρ; ð4Þ

where κ ≔ J2xx=γ is the effective dissipation rate. This is
the well-known driven Dicke model of continuous time

FIG. 2. Eigenspectrum of the spin star Liouvillian superoperator has four stripes (μ ¼ 0, 1, 2, 3) corresponding to different eigenvalues
of Lindblad dissipator as shown in (a). Subfigure (b) shows that stripe μ ¼ 0 of the spin star Liouvillian (× in black) matches well with
the effective ancilla Liouvillian (þ in red) for moderate reduced measurement strength of γ ¼ 15. Corresponding nonzero Hamiltonian
parameters are ωc=Jxx ¼ 0.1, ωa=Jxx ¼ 0.01 Jyy=Jxx ¼ 1, Jzx=Jxx ¼ 0.01, and N ¼ 20. Competition between reduced measurement
strength γ and system sizeN gives rise to regions of qualitatively different behavior in the parameter space as presented in (c). The dotted
lines are soft boundaries with the kinks on γ and N axis representing the Zeno limit and thermodynamic limit, respectively. The effective
ancilla master equation is valid in the region on right side of vertical dotted line at γ0. The presence of phase transition is represented by
the solid vertical line at critical point γc.
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crystallization [37,43–45]. Equation (4) displays a dissi-
pative phase transition between a stationary melted phase
for Ω=κ ≤ 1 and a CTC phase for Ω=κ > 1 [37], where the
system self-organizes into a steady state with persistent
limit-cycle oscillations. An alternate form of CTC with
Lindblad dissipator of the formD½Ŝþ� can be engineered by
coupling central spin to inverted bath or by choosing a
different choice for coupling matrix (see Supplemental
Material [71]).
We note that the phase transition occurs at the critical

reduced measurement strength γc ¼ J2xx=Ω. This implies
that for reduced measurement strength γ0 ≪ γ ≤ γc, the
ancilla spins are in a stationary phase, where the effective
dissipation dominates over the coherent evolution. In
contrast, when γ > γc ≫ γ0, the ancilla spins enter a
CTC phase with persistent oscillations of their magnetiza-
tion, breaking the time-translation symmetry of the under-
lying dynamics, as seen in Fig. 2(c).
The emergence of limit cycles in CTCs is traditionally

understood as a competition between oscillations-inducing
coherent drive and oscillations-destroying dissipation
[37,39,43,79–82]. We note the absence of any coherent
drive in the full spin star model of Eq. (2). The key
ingredients in our model are anisotropic coupling of the
central spin to the ancilla spins given by finite off-diagonal
element of the coupling matrix J and the Zeno limit given
by diverging measurement strength Γ. In order to distin-
guish the origin of the effective model in Eq. (4) from more
traditional models in literature, we refer to this measure-
ment-induced symmetry-broken phase as a “Zeno time
crystal” (ZTC).
The ZTC phase can be witnessed by examining the

Liouville eigenspectrum of the full spin star model in
Eq. (2). In the Zeno limit taken by N → ∞ for a fixed
reduced measurement strength γ, the asymptotic dynamics
settles into oscillating coherences. These are eigenstates of
Eq. (2) located within μ ¼ 0 stripe with pure imaginary
eigenvalues λ1;2 ¼ �iΩZ, where ΩZ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ2xx=γÞ2 −Ω2

p
is

the frequency of the limit-cycle oscillations. Eigenstates
with eigenvalues located within the remaining stripes,
μ ≠ 0, have eigenvalues with nonvanishing real parts and
therefore have no effect on late-time dynamics.
We plot the dynamics of the rescaled magnetization of

the ancilla spins, mz ≡ hÎzi=N, in Fig. 3(a) for increasing
values of N. We observe that for rescaled measurement
strength γ ≤ γc, mz settles into a steady value. This is
represented by the dashed lines and corresponds to the
melted ZTC phase of Fig. 2(c). On the other hand, for
γ > γc, the rescaled magnetization of the ancilla spins
displays transient oscillations for finite N as represented by
the solid lines in Fig. 3(a). The stability of these oscillations
increases with the number of ancilla spins N. In the
thermodynamic limit, N → ∞, these oscillations be-
come persistent, signaling a genuine phase with broken
time-translation symmetry. The full system of nonlinear

mean-field equations for hÎαi as well as the central spin
hŜαi can be found in [71].
For completeness, we examine the dynamics of the

central spin in the Zeno limit and diverging number of
ancilla spins N. The evolution of the central spin is
dominated by the measurement strength Γ, resulting in
rapid damping of hS⃗i. Solving the mean-field dynamics of
the coupled system in the Zeno limit using adiabatic
elimination [83] leads to the steady state solution for the
central spin given by hS⃗i ≈ ð−Jxxmy=γ; Jxxmx=γ;−1=2Þ.
Since the rescaled magnetization of the ancilla spins, mx
and my, display limit-cycle oscillations in the ZTC phase,
so does the magnetization of the central spin, as shown in
Fig. 3(b) where we plot the steady state dynamics of hŜxi.
This demonstrates that time-translation symmetry breaking
does not only occur in the ancilla spins but in the central
spin as well. We see that provided γ > γc, the central spin
oscillates with the same frequency as the ancilla spins.
Conclusions.—In this Letter, we provide a path to

observe continuous time-translation symmetry breaking
in many-body phase transitions induced by static quantum
measurements alone. We demonstrate how to observe Zeno
time crystals in spin star system where the entire system,
including the central spin, oscillates in time. The spin star
system is well studied both theoretically [62,63,84–87] and
experimentally [88–91], forming a suitable platform for
stable quantum technologies. The relationship between
phase coherence, limit cycles, and quantum technologies
has been studied recently in a number of physical systems
[75,92–95]. Our result is intriguing in the role quantum
measurements have played in phase transitions. Unlike

(a)

(b)

FIG. 3. (a) Time evolution of rescaled ancilla spin operator mz
for varying numbers of ancilla spins for initial state m⃗ ¼ ð0; 0; 1Þ.
The solid lines correspond to the dynamics in the ZTC phase with
Ω=κ ¼ 1.5, and show longer-lived oscillations as N increases.
These oscillations become persistent in the thermodynamic limit.
The dashed lines correspond to the melted phase with Ω=κ ¼ 0.9,
for which mz settles down to a saddle fixed point. (b) Magneti-
zation hŜxi of the central spin oscillates with the same frequency
as the ancilla spins.
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previous models, which involve explicit coherent drive,
we can observe time crystallinity directly from the strong
measurement of a subsystem, which provides both the
coherent and dissipative terms for the time crystal.
Furthermore, these local measurements are usually thought
of as localizing the wave function and hence disrupting the
otherwise entangling nature of the unitary evolution in the
study of measurement-induced phase transitions [96–98].
The results presented here are contrary to that expectation
as well, since indeed only in the strong measurement limit
do we see effective correlations being built up in the ancilla
spins causing time-crystalline behavior.
We note that our methods have elaborated how envi-

ronment engineering of the ancilla spins in a spin star
model can be achieved by careful selection of the coupling
Hamiltonian and measurement rates. Our results present a
novel technique of controlling the spin star model. While
inhomogeneous interactions have been shown to produce
complete controllability of the ancilla spins [99], here we
demonstrate that sufficient coherent control of the ancilla
spins is available even in the thermodynamic limit with
anisotropic interactions. Such bath engineering can be used
to devise technology applications such as quantum memo-
ries, which rely on coherences [72]. For a finitely large
number of spins and for finitely strong measurements, we
can expect a metastable CTC whose spectral gap goes as
1=Γ. We hence expect this Letter to benefit our founda-
tional understanding of phase transitions and provide a con-
crete pathway to realistic quantum technology applications.
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