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We theoretically investigate the trap-assisted formation of complexes in atom-ion collisions and their
impact on the stability of the trapped ion. The time-dependent potential of the Paul trap facilitates the
formation of temporary complexes by reducing the energy of the atom, which gets temporarily stuck in the
atom-ion potential. As a result, those complexes significantly impact termolecular reactions leading to
molecular ion formation via three-body recombination. We find that complex formation is more
pronounced in systems with heavy atoms, but the mass has no influence on the lifetime of the transient
state. Instead, the complex formation rate strongly depends on the amplitude of the ion’s micromotion. We
also show that complex formation persists even in the case of a time-independent harmonic trap. In this
case, we find higher formation rates and longer lifetimes than in Paul traps, indicating that the atom-ion
complex plays an essential role in atom-ion mixtures in optical traps.
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Introduction.—Many chemical reactions occur via the
formation of an intermediate complex that facilitates the
reagents to transform into products. These intermediate
complexes can be viewed as quasibound states of the
reagents that, via internal energy exchange, may evolve into
the products of the reaction. However, those complexes
relevant for atmospheric chemical kinetics [1] or biomo-
lecular reactions [2–4], typically show a lifetime ≲1 ns,
which makes it very hard to observe them directly. On the
contrary, in the ultracold regime, it has been shown that
bimolecular reactions show long-lived complexes that can
be observed and diagnosed [5–8].
Hybrid ion-atom systems present a perfect arena to study

collisions between ions and neutral species [9–21]. In those
systems, atom-ion complexes have been predicted [22,23]
due to the time-dependent trapping potential for the ion.
However, a systematic study on the properties of atom-ion
complexes is still lacking, as is their effect on reactive
processes such as ion-atom-atom three-body recombina-
tion. Three-body recombination is a termolecular reaction
in which three free atoms collide to form a molecule and a
free atom as products. Such a reaction can be viewed as the
result of two bimolecular processes: first, two particles
collide to form a complex; second, a third particle collides
with the complex and stabilizes it. This model’s reaction
rate depends on the competition between the complex’s
lifetime and the colliding partners’ collision time. As a
result, if it is possible to modify the lifetime of the complex,
it will be plausible to control the ion-atom-atom three-body

reactivity, thus, opening a new avenue for controlled
chemistry in hybrid atom-ion systems without requiring
reaching the ultracold regime for the atom-ion scattering.
This Letter presents a theoretical study on atom-ion

complex formation in time-dependent and time-
independent traps. We show that it is possible to control
the lifetime of the complexes and, with it, three-body
recombination reactions. In particular, we find that the
complex formation probability depends on the atom mass
but has a minor effect on the lifetime of the intermediate
states in the Paul trap. Additionally, we show that not only
does the formation of quasibound states persist in static
harmonic traps, but that these complexes have higher
formation probabilities and longer lifetimes than in the
Paul trap case. Finally, in the Paul trap, we study the effect
of the micromotion amplitude on the formation of the
intermediate states. Our Letter covers a vast trap parameter
space in atomic and ionic species, thus offering a roadmap
to control ion-atom complexes’ lifetimes and observation.
Theoretical approach.—To simulate the dynamics of

atom-ion collisions in the presence of a trap, we use
classical trajectory calculations. Typically, the atom-ion
s-wave limit is orders of magnitude below the collision
energy [24,25] and large numbers of partial waves con-
tribute. Hence, classical approaches are justified. In addi-
tion, in the case of the Paul trap, the deep time-dependent
electric trap has a strong impact on the collisions in it,
which complicates approaches based on quantum mechani-
cal methods.
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In atom-ion systems, the charge-induced dipole inter-
action results in an attractive long-range −α=2r4 interaction
(in atomic units), wherein α is the atom polarizability, and r
stands for the interparticle separation. Collisions in the
presence of a trap are better described by the distance of the
closest approach b ¼ min½rðtÞ�. For b > bL, we find elastic
collisions which allow small energy transfer, whereas
collisions with b < bL are called Langevin collisions in
which the particles approach to short-range and inelastic
and reactive processes can occur. Here, bL ¼ ð2α=EcolÞ1=4
is the Langevin impact parameter with collision energy
Ecol, defining a capture radius for particles to visit the short-
range interaction region, leading to efficient energy and
momentum transfer. An example of a trajectory is shown
in Fig. 1.
In this scenario, the Langevin collision rate,

ΓL ¼ 2πna
ffiffiffiffiffiffiffiffi
α=μ

p
, is a function of the atom density na

and the reduced mass μ. Therefore, the Langevin reaction
rate is given by kL ¼ 2π

ffiffiffiffiffiffiffiffi
α=μ

p
. The full model atom-ion

potential can be written

Vai ¼
C6

r6
−

α

2r4
; ð1Þ

where C6 is the repulsion coefficient as a consequence of
electronic exchange-repulsion interactions and ultimately
nuclear repulsion.
In most atom-ion experiments a Paul trap (PT) is used, in

which an ion is confined with time-dependent electric
fields. The potential of the PT is given by

VPTðr⃗ion;tÞ¼
Udc

2

X3
j¼1

αjr2ionj þ
Urf

2
cosðΩtÞ

X3
j¼1

α0jr
2
ionj

; ð2Þ

where j ∈ fx; y; zg is the direction, rionj is the ion position
and r⃗ion ¼ ð0; 0; 0ÞT is the trap center, Udc and Urf are the
curvatures of the electric dc and rf fields, respectively, and
αj and α0j are geometry factors. Here, we use −2α1 ¼
−2α2 ¼ α3 and α01 ¼ −α02 ¼ 1, α03 ¼ 0. In the radial direc-
tion, the ion oscillates with a slow secular motion with
frequency ω⊥ ≈Ωq=

ffiffiffi
8

p
, with Mathieu parameter q,

which is superimposed by a fast micromotion which
oscillates at Ω [26].
To explore the role of the PT’s time dependence on atom-

ion complex formation, we consider as a second case, a
harmonic ion trap (HT) with,

VHTðr⃗ionÞ ¼
1

2

X3
j¼1

mω2
jr

2
ionj

; ð3Þ

where ωj is the trap frequency. A time-independent ion trap
can be created with optical fields such as optical tweezers
[27] or optical lattices with reported trap frequencies as
high as 30MHz [28]. To make a direct comparison between
time-dependent and independent ion traps, and thus study
the origin of the complex formation, we assume the atoms
to be free particles. Although in optical traps photon
scattering and effects on the atoms could influence the
dynamics of the collision, note that such effects could be
mitigated by bichromatic optical traps [29] or blue detuned
hollow traps in an experiment.
Every simulation initializes the atom distance rstart from

the ion and randomizes the velocity vectors from thermal
distributions [30–32]. During the collision, we identify the
presence of a complex characterizing the classical inner
turning point [33]. Then, the complex lifetime tc is obtained
by tracking the time between the first and last visit of the

(a)

(c)

(b)

FIG. 1. Trajectory of a 87Rb atom colliding with a 171Ybþ ion in a time-independent harmonic ion trap with trap frequency
ω3D ¼ 100 kHz, Ta ¼ 0.5 μK and Ti ¼ 10 μK. Panel (a) shows the atom-ion distance as a function of time, showing the formation of a
complex of lifetime tc ¼ 10.3 μs. Panel (b) shows a characteristic cumulative distribution function for the lifetime of the complex,
wherein the solid line represents a fitting to an exponential function (see text for details). Panel (c) shows the same trajectory as in panel
(a) in Cartesian coordinates.
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inner turning point, as shown in panel (a) of Fig. 1 for a
87Rb atom colliding with a 171Ybþ ion. Finally, simulations
stop after complex dissociation when the atom leaves the
interaction sphere. From the numerical simulations we
calculate the complex formation probability from
Monte Carlo sampling of the starting conditions as

Pc ¼
Nc

NL
� δPc

; δPc
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NcðNL − NcÞ

N3
L

s
; ð4Þ

where Nc and NL are the number of events that result in a
complex and in Langevin collisions, respectively, and δPc

denotes the standard deviation [25].
Results.—We study atom-ion complex formation in a PT

and a HT, finding that the formation rate increases towards
heavier atoms, as shown in Fig. 2. For these simulations, we
use the Ybþ þ X system with X ∈ fLi;Na;K;Rb;Cs;Ybg,
and we adjust the mass and α. In addition, we change Ta to
set the same collision energy for the different elements.
Even for large mass ratios (Ybþ=Li), we find complex
formation probabilities of ≈15%. Remarkably, results for
the HT show a more significant complex formation
probability than the PT for the whole set of parameters,
even reaching almost 100% of probability for the heavier
species. That is, every collision leads to an atom-ion
complex.
On the other hand, we explore the complex lifetime, τc,

which is shown in the lower panel of Fig. 2. τc is calculated

from the cumulative distribution function of events with
complex lifetimes tc and then extracts the 1=e value of a
fitted exponential function, as it is shown in Fig. 1. In the
PT case, we find τc ∼ 2 μs independently of the atom’s
mass. On the contrary, for the HT case, the atom’s mass
drastically impacts τc showing a wide range of values
between 5 and 100 μs. Next, we compare the complex
lifetime versus the collisional time associated with
Langevin collisions, i.e., the typical timescale associated
with a Langevin process τL ¼ Γ−1

L . In particular, we use
experimentally realistic densities for Rb and Li, given by
nRb ¼ 1020 m−3 [18] and nLi ¼ 1018 m−3 [34], respec-
tively, and the results are depicted as the dashed lines in
the lower panel of Fig. 2. For the lowest density considered,
HT and PT cases present a complex lifetime much shorter
than the Langevin time. On the contrary, for nRb in the HT
scenario, the complex lifetime is longer than the Langevin
time. In that case, there is a high probability that a third
body collides with the complex before decaying, leading to
the formation of a stable molecule via three-body recombi-
nation. In contrast, when the ion is held in a PT, the
complex lifetime is shorter than the Langevin time, thus,
suppressing three-body recombination reactions, as we
discuss below. Note, that for different ion species we
expect a similar effect as from changing the mass ratio,
since the collision is dominated by the long-range induced-
dipole term in the interaction.
Figure 3 displays our results for the complex formation

probability for YbþðT ion ¼ 100 μKÞ-6LiðTa ¼ 2 μKÞ col-
lisions. The upper panel refers to the HT case for the trap
frequencies ωx ≈ ωy ≈ ωz ≈ ω3D in a range of 2π × 10 kHz
to 2π × 10 MHz. With the used parameter set, we find a
significant effect of the trap frequency leading to a variation

FIG. 2. Quasibound state formation probability (upper panel),
and lifetime (lower panel), for collisions of (Li, Na, K, Rb, Cs,
Yb) atoms and Ybþ ions. We use T i ¼ 10 μK and Ta ¼ 10 μK
(for Li) and the average collision energy ≈15 μK is kept constant
for all elements by adjusting the initial atom energy
(Ta ¼ 5.2 μK for Cs). The simulations are done in a Paul trap
(PT) and a harmonic trap (HT) with the parameters described in
the main text. The error bars are estimated via Eq. (4). Each data
point corresponds to at least 105 trajectories. The dashed-green
and dashed-red curves correspond to 1=ΓL for na ¼ 1018 m−3

and 1020 m−3, respectively. Errors originate from Eq. (4).

FIG. 3. Upper panel: Complex formation probability in a
harmonic trap (HT) as a function of the trap frequency. Lower
panel: Complex formation in a Paul trap (PT) and influence of the
ion micromotion. Micromotion energy is increased by applying
an electric field Edc which shifts the ion from the rf-zero node.
Errors originate from Eq. (4).
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of the complex formation probability between 10% and
77%. On the other hand, the lower panel, referring to the PT
case, shows a significant influence of the micromotion on
complex formation. In particular, we assume an ideal PT
but add an additional electric dc field Edc to push the ion
from the center of the rf field to increase the micromotion
amplitude. As a result, a general trend is noticeable: larger
Edc fields lead to a lower complex formation probability. In
particular, we observe that the probability of complex
formation remains mainly the same for Edc ≲ 1.5 V=m.
However, adding a Edc ≈ 2 V=m the Pc is reduced by 50%
compared to the ideal case, suggesting the existence of a
threshold for Edc ≈ 2 V=m.
From now on, we will focus on the PT scenario. First, by

looking into the role of collision energy on the probability
of complex formation and its lifetime. The results are
shown in Fig. 4 for Ybþ-Li (blue) and Ybþ-Rb (orange).
We notice, as expected, that lower collision energies lead to
more complexes compared to the case of higher collision
energies. Similarly, the same observation holds for τc. In
addition, we notice that for similar collision energies, the
impact of modifying the ion energy (shaded diamond) is
different from the atom one (square) on Pc and τc, which is
due to the presence of the trap.
Three-body recombination.—Ion-atom-atom three-body

recombination is a termolecular reaction process in which
three free particles react into a molecule plus a free atom,

Aþ þ Bþ B!k3 ABþ þ B, where k3 stands for the three-
body recombination rate. Three-body processes can be
viewed as the result of two bimolecular processes. A prime
example of this approach is the well-known stabilization
and Chaperon mechanism relevant for ozone formation
[35,36], or the Lindemann-Hinshelwood mechanism,
known as the Roberts-Bernstein-Curtiss mechanism in
the three neutral atom case [37,38]. In our case, the
bimolecular processes are

Aþ þ B ⇄
k2

kdiss
ðABþÞ� ð5Þ

ðABþÞ� þ B!kest ABþ þ B; ð6Þ

where k2 denotes the rate of formation of ðABþÞ� com-
plexes, kdiss stands for its dissociation rate, and kest refers to
the stabilization rate due to a collision with a third body.
Indeed, assuming that the production of complexes reaches
a steady state, we find that the three-body recombination
rate is given by

k3ðEcolÞ ¼
k2ðEcolÞkestðEcolÞ

kdissðEcolÞ þ kestðEcolÞ½B�
; ð7Þ

where [B] is the number density of particle B.
We can set an upper limit on k3 by assuming that every

atom-ion complex will lead to the formation of a stable

molecular ion, as would be the case in the limit of a very
high atomic density. Then, the three-body recombination
rate is directly proportional to k2 and reads as

k3ðEcolÞ ¼
k2ðEcolÞ
½B� : ð8Þ

In other words, every atom-ion complex will lead to the
formation of a stable molecular ion. Then, the three-body
recombination rate is directly proportional to k2 and Eq. (8)
describes an upper bound for the ion-atom-atom three-body
recombination rate in the presence of a trap.
We calculate the formation rate of atom-ion complexes,

k2 as

k2 ¼ kL
Pcτc
τL

¼ ð2πÞ2na
α

μ
Pcτc; ð9Þ

where we take Pcτc=τL as the probability of complex
formation during a Langevin collision. Thereby, Pc takes

(a)

(b)

(c)

(d)

FIG. 4. Atom-ion complexes in the Paul trap versus collision
energy for the combinations Ybþ-Li (blue) and Ybþ-Rb (orange).
The collision energy is varied by changing the atom energy
(square) or the ion energy (shaded diamond). In (a) the complex
formation probability and in (b) the complex lifetime is shown.
The lines in (a) and (b) are guides to the eye. Panel (c) shows k2,
assuming nLi ¼ 1018 m−3 and nRb ¼ 1020 m−3 with power-law
fits (dashed lines). In Panel (d) the numerical results of k3 are
shown together with the solution of the analytic expression for k3
in absence of a trap (dashed lines). Errors originate from Eq. (4).
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into account, that not every Langevin collision leads to a
complex. The results for k2 as a function of the collision
energy for a single Ybþ ion colliding with Rb and Li atoms
are shown in panel (c) of Fig. 4. Surprisingly enough, we
identify that k2 shows a different energy-dependent behav-
ior based on the mass of the colliding atom. In particular,
after fitting the formation rate to a function Eβ

col, we find
β ¼ −0.82 (−0.45) for Li (Rb). This behavior can only be
explained via the effect of the trap on the ion since the
energy dependence should be dominated by the long-range
tail of the atom-ion potential, which has the same depend-
ency for the two cases under consideration.
Once k2 is computed, we can calculate the ion-atom-

atom three-body recombination rate in the presence of a
trap. The results are shown in panel (d) of Fig. 4, where it is
noticed that Ybþ-Li shows a slower rate than Ybþ-Rb, as
expected based on the complex formation rate [see panel (c)
Fig. 4] and the mass of the atom. Meanwhile, the
energy dependency of the rate is different for different
atoms in stark contrast with trap-free collisions, in which
k3 ∝ E−3=4

col [39–41], depicted as the dashed lines in panel
(d) of Fig. 4. In particular, our results for Ybþ-Li agree
fairly well with the free-field prediction (dashed-blue line).
However, Ybþ-Rb shows a much larger rate and a less steep
power law than in the free-field case (dashed-orange line).
Conclusion.—This Letter predicts the existence of atom-

ion complex formation in traps regardless of the nature of
the trap. These results may look surprising under previous
studies, in which the formation of complexes was mainly
attributed to the time-dependent nature of the trapping
potential [22,23]. Indeed, our findings show that it is
possible to control three-body processes via trap parame-
ters, collision energy, and atomic species.
In the case of an ion held in a Paul trap, we have shown

that the lifetime of the atom-ion complex can be readily
controlled by increasing the micromotion amplitude via an
additional electric field. Additionally, we identify that
heavier atoms lead to a more significant probability of
complex formation, although they have a similar complex
lifetime to light atoms. Furthermore, we predict the ion-
atom-atom three-body recombination rate in the presence
of the trap assuming a large atomic density, where we
notice a significant effect of the atomic mass on the energy-
dependent three-body recombination rate. This behavior is
due to the presence of the trap and cannot be rationalized in
light of direct three-body recombination reactions in free
space. On the other hand, we have shown that the static
confining fields of ion optical traps may affect the stability
of the ion when brought in contact with a given atomic
species [27] due to a probable enhancement of three-body
losses.
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Note added.—Recently, we became aware of an experiment
reporting experimental evidence of trap-assisted com-
plexes [42,43].
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