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The generation of low emittance electron beams from laser-driven wakefields is crucial for the
development of compact x-ray sources. Here, we show new results for the injection and acceleration of
quasimonoenergetic electron beams in low amplitude wakefields experimentally and using simulations.
This is achieved by using two laser pulses decoupling the wakefield generation from the electron trapping
via ionization injection. The injection duration, which affects the beam charge and energy spread, is found
to be tunable by adjusting the relative pulse delay. By changing the polarization of the injector pulse,
reducing the ionization volume, the electron spectra of the accelerated electron bunches are improved.
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Laser-driven wakefield accelerators accelerate electrons
in the electrostatic field of an electron plasma wave driven
by an ultrashort laser pulse. The longitudinal electric fields
in the plasma structure (“wakefield”) can be orders of
magnitude higher than in conventional radio frequency
particle accelerators, paving the way for ultracompact and
cost-effective electron sources. The generated electron
beams find direct applications in radiotherapy [1,2] or
indirect applications through driving soft [3] or hard [4–6]
x rays for imaging purposes. The great potential of these
devices has driven promising research in the field of plasma
wakefield acceleration since its inception in 1979 [7].
Following breakthrough experiments in 2004 [8–10],
laser-driven wakefields have since then achieved electron
beams with peak energies of 8 GeV [11]. To increase the
maximum achievable beam energy, operation at lower
electron density values is favorable (Wmax ∝ n−1e [12]).
However, this means that, due to the lower field strength
(E0 ∝ n1=2e [13]), the distance over which particles are
accelerated has to be large. This implies laser diffraction
becomes a substantial problem. A promising mitigation
technique for laser diffraction is the guiding of laser pulses

of weakly relativistic intensity in a preformed plasma
channel [14–19].
In the nonlinear wakefield regime (normalized laser

amplitude a0 > 1), the ponderomotive force of the intense
laser pulse generates electric fields of large amplitude
and an increased overlap between accelerating and
focusing fields compared to the quasilinear regime
(a0<1). However, the latter is compatible with intensity-
independent guiding techniques for laser pulses. In both
cases, electrons have to be trapped in the wakefield to be
accelerated. In the strongly nonlinear case the wave breaks,
injecting electrons into the wakefield—this process is
difficult to control and leads to large energy spread
and beam emittance (measure of the spread of particles’
transverse position and momentum values). Furthermore,
the effect of laser self-focusing [20] can cause injection of
multiple electron beams every time the threshold is
reached. Other mechanisms such as modified density
profile injection [21–25] and ionization injection [26–29]
have shown promising results in nonlinear wakefield
accelerators. All of these mechanisms try to minimize
the injection duration in order to achieve low beam energy
spread and emittance. Since electron injection via wave
breaking, density profile modifications, or direct ionization
are not achievable in the quasilinear regime, electrons must
be injected by a different mechanism.
Faure et al. [30] showed that colliding beams could

create high-quality beams, albeit in a counterpropagating
geometry that rules out the use of plasma channels.
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Hidding et al. [31] proposed to use laser pulses propagating
in a beam-driven wakefield bubble to inject electrons into
the wakefield without changing the wakefield structure.
Shortly after, Bourgeois, Cowley, and Hooker [32] pro-
posed to inject electrons in a laser-driven wakefield accel-
erator setting using a quickly diffracting injector pulse
propagating one plasma wavelength behind the (slowly
diffracting) driver pulse in hydrogen doped with nitrogen.
Close to focus, the injector briefly increases the wakefield
amplitude while ionizing nitrogen atoms’ sixth and seventh
electrons (e6;7N ), which are trapped in the wakefield. Then,
the injector diffracts below the ionization threshold and the
wakefield adiabatically evolves into a quasilinear state in
which electrons are further accelerated. Here, the beam
emittance and energy spread depend on careful optimiza-
tion of experimental parameters such as focal spot size,
intensity, relative spatial and temporal position between the
pulses, and beam quality. Thomas et al. [33] studied the
propagation of two beams of different diffraction length at a
set delay and found partial guiding of the trailing pulse.
Here, we show the first experimental demonstration of a

copropagating two-pulse ionization injection mechanism.
We demonstrate that injection is possible over a pulse
delay region on the order of the plasma wavelength λp ≡
2πc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

meϵ0=ðnee2Þ
p

(ϵ0 is the vacuum permittivity) and that
the beam charge and energy spread of accelerated electrons
depend on the injector pulse polarization (which was
observed to have significant impact on electron trajectories
in the ionization injection process [34]).
The experiment was conducted using the HERCULES

laser (University of Michigan) delivering pulses of 9 J in
39 fs (FWHM). The main beam was split in the vacuum
chamber using a 2-in. pickoff mirror. The inner part (drive
pulse) was focused using an f=40 parabola and the outer
annular part (injector pulse), after being optimized using
adaptive optics, was focused using an f=3.8 off-axis
parabola that had a central hole of 1.5 cm diameter. This
allowed the drive beam to pass through the optic parallel to
the injector. Delay stages changed the arrival time of either
pulse thus giving control over the relative longitudinal
pulse separation Δt. The measured peak amplitudes of the
pulses were a0;drive¼0.75 and a0;inject¼2.46 (a0;drive¼0.71
and a0;inject ¼ 1.88 when evaluating the peak from a fitted
Gaussian using the beam waist and energy as input rather
than local peak values in the intensity distribution). A
schematic of the setup is shown in Fig. 1. The electron
density was measured using an interferometry probe. To
find the optimal pulse separation, spatial interference
fringes (whose magnitudes depend on the degree of pulse
overlap) were observed using a focal spot camera. After
strongest overlap was found and used as a reference value
(accurate to �10 μm), the pulse separation was measured
from the delay stage actuator readings (smallest increment
2 μm). Electron beam energies were measured using two
rare earth intensifying (“Lanex”) screens placed behind the

interaction region. Using a 1.03 T magnet, electron beams
were deflected onto the screens. The location of the
intersection of electron trajectory and screen depends on
the particle energy and divergence angle. To find the
particle energy, a calibration simulation of the spectrometer
was conducted using a three-dimensional relativistic Boris
pusher [35,36].
In our experiment, the delay between the two pulses was

scanned. The first run used a gas mixture of 97% helium
and 3% nitrogen with both pulses having linear and parallel
polarization. The average peak density measured using an
interferometry probe was 4.32 × 1018 cm−3 (�5.8%) cor-
responding to a plasma wavelength of λp ¼ 16.1 μm. First,
several test shots were taken with either laser pulse blocked
in which no accelerated electron beams were detected. This
ensured neither pulse was able to self-inject electrons.
Then, the pulse delay between the unblocked pulses was
scanned over a distance of 52 μm starting 18 μm (�10 μm)
from beam overlap (injector in front) and delaying the
injector from this position. Figure 2 presents an analysis of
all shots taken in this run. The values were obtained after
integrating the emitted intensity from the Lanex screens
over the divergence angle, subtracting the background
noise from a reference shot, and using a moving average
to smooth high-frequency oscillations caused by hot
pixels. It is found that electrons are only accelerated in a
narrow pulse delay range δ ¼ 12 μm with a mean delay of
Δz ¼ 10.2 μm. The spectra show two different electron
beam characteristics: single-bunch and double-bunch
beams (two peaks of different energy indicating injection
of electrons into two different wakes). In Run II [average
electron density n̄e;peak ¼ 4.45 × 1018 cm−3 (�9.3%)], a
circularly polarized injector was used (quarter wave plate
rotated with energy kept constant and negligible impact
on the focus). Except one, all accelerated beams were

FIG. 1. Schematic of the experimental setup in the target
chamber. The drive beam path is depicted as a dashed black
line. The annular injector beam path is depicted as a green line.
Both pulses travel through the gas cell from the right-hand side to
the left-hand side. The red area in the gas cell indicates the
volume of injection. The blue dashed lines represent possible
electron trajectories.
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observed over a pulse delay range of δ ¼ 20 μm with a
mean delay of Δz ¼ 17.2 μm. Compared to Run I, the
average electron beam peak energy is increased and the
FWHM energy spread is decreased indicating a smaller
injection area and/or shorter injection duration. This
stems from the reduced peak intensity of circularly
polarized pulses. The electric field in linearly polarized
pulses is E ¼ E0 cos ðkz − ωtÞêx and goes through
zero in contrast to light of circular polarization where
E¼ð1= ffiffiffi

2
p ÞE0ðcosðkz−ωtÞêxþsinðkz−ωtÞêyÞ. To reach

equal average intensity, the instantaneous peak intensity
must necessarily be larger for linearly polarized light,
which leads to a larger injection volume. Again, both
electron beam types were observed where the double bunch
was observed over a broader region of laser pulse delay.
The ratio between the energy peaks of the second and
first bunch is consistent at 0.60 (�0.03) indicating trapping
in consecutive wakefield buckets at consistent phase
positions.
We also measured the relative spatial jitter (assuming

fixed injector position due to short focal length of the off-
axis parabola; larger optics are typically more strongly
affected by vibrations). The transverse focal spot position
was measured from a re-imaged and calibrated focal spot
using light leaking through a mirror in the beamline before
the final focusing parabola. Between Δz ¼ 5 μm and
25 μm, the transverse focal spot position center of mass

of unsuccessful shots (no beam observed) is shifted with
respect to that of successful shots by 11.8 μrad in y
direction and 2.5 μrad in x direction. This means that with
decreased jitter, the injection probability is expected to be
higher. Electrons are injected up to a focal spot separation
of ∼� 40 μm (comparable to driver spot size but signifi-
cantly larger than injector spot size) in the x-y plane
showing certain robustness for the present laser parameters.
The injector is able to inject particles into the offset
wakefield while converging or diffracting. This is possible
because of the large effective focal spot area with enough
power to inject electrons in the wings of the pulse. Because
of the annular shape of the beam, the ring of maximum
intensity preserves higher intensity off-axis compared to a
Gaussian beam [37] enabling injection behind the focus
into an offset wakefield. We also found that fluctuations in
electron density (between 3.8 and 5.3 × 1018 cm−3) do not
impact the injection probability, supporting the argument of
dual-pulse injection and demonstrating its stability.
The electron beam divergence in Run II was less than

10 mrad for all shots. The difference to typical electron
beams of broad spectrum from wave breaking (see
Refs. [34,38–40]) is evident in panels (i) and (j) of Fig. 2.
Changing to pure helium (Run III) produced no electron

beams at any pulse delay implying that ionization of e6;7N is
indeed the reason for injection. Changing to 95% helium/
5% nitrogen (Run IV) increased ΔE to previous runs,

FIG. 2. Data obtained from the Lanex screens measuring the electron spectrum (top, linearly polarized injector pulse; bottom,
circularly polarized injector pulse). Panels (a) and (b) show the energy values of the electron charge density peak(s) plotted against the
relative delay between pulses. Positive values correspond to a trailing injector pulse. The dashed lines show the mean value of each
electron bunch type. For clarity, error bars corresponding to the calibration curve are not shown except for one sample shot. The
maximum uncertainty values are −8.1% and þ2.8%. Panels (c) and (d) show the corresponding maximal FWHM energy spread plotted
against pulse delay. Panels (e) and (g) show the number of successful and unsuccessful shots at each delay value. Panels (f) and
(h) present the ratio of successful shots over the total number of shots at each delay position. Panels (i) and (j) show typical spectra of
single (i) and double (j) bunches as observed on the two Lanex screens from shots using a circularly polarized injector pulse (Run II).
These two shots were taken at a delay of Δz ¼ 19 μm.

PHYSICAL REVIEW LETTERS 130, 105002 (2023)

105002-3



decreased the pulse delay injection region, and increased
the likelihood of injection within this narrow region. All
shots displaying accelerated electrons are found in a region
of δ ¼ 10 μm and 88% within δ ¼ 6 μm (between pulse
delay values of Δz ¼ 16 μm and 22 μm). In this region,
only two shots did not show electron signals.
This suggests injection by the injector and acceleration

of the injected beam in the driver wakefield showing that
the benefits of both—long driving distance and short
injection time—can be leveraged. Ideally, a reduced injec-
tor focal spot and lower pulse intensities are used to reduce
the emittance (proportional to the electron displacement
from the central axis).
We also conducted 2D particle-in-cell simulations using

EPOCH [41]. The annular injector was simulated using two
pulses crossing at an angle of α ¼ 6.2°, which is chosen to
match the angle at which the experimentally measured
annular beam’s maximum intensity peaks diverge. In order
to keep both pulses’ intensities below the self-injection
threshold (which is decreased in the ideal simulation
environment of perfect beamlet overlap—which is not
necessarily given in the experiment—and, in addition,
differs between 2D (simulation) and 3D (experiment)
geometries) at the experimentally found electron density
of ne ¼ 4.45 × 1018 cm−3 (helium doped with 3% nitro-
gen), we used reduced values of a0;drive ¼ 0.63 and
a0;inject ¼ 2.16. The simulations used 30 cells per laser
wavelength longitudinally and 6.24 cells per laser wave-
length transversally spanning an area equivalent to
70 μm× 770.67 μm. The beam polarization was linear
in the simulation plane. To avoid unphysical injection at
a sharp density step, a 100 μm ramp was implemented. All
pulses focus at z ¼ 300 μm. The pulses propagated for
4 mm. We used open boundary conditions.
There could be two reasons for this. The first one is the

uncertainty of the pulse delay measurement in the experi-
ment. Given that the delay is rather persistent in both
experimental runs, however, we think that it is more likely
related to the sensitivity of the process on the simulation
parameters—consequently a simulation is unlikely to
reproduce the exact experimental conditions.
A parameter scan over pulse separation was performed.

Figure 3 shows the trapped electron density and the kinetic
energy in the simulation box for various pulse delays after
13.3 ps. Electrons are trapped over a larger pulse delay
range than in [32]. For strong pulse overlap more charge
is injected into the wakefield buckets. While perfect
beam overlap (temporally) is within the uncertainty of
the experimental measurement and could indeed be the
delay at which the injection process occurs, the consistency
in both runs toward a larger pulse separation indicates that
the simulation does not account for all physical aspects due
to the effect’s sensitivity on beam and plasma parameters
(while at a delay of 1 plasma wavelength the transverse
beam overlap may not be the deciding feature for injection,

it may well be the case at perfect overlap where both pulses’
electromagnetic fields combine to inject electrons). In the
simulation, injection stops at a delay of ≤1.5 λp (delay was
scanned in steps of 0.25 λp). In the experiment, injection
probability falls off steeply if the delay increases beyond
∼λp (linear polarization) or ∼1.5 λp (circular polarization)
with only one detected shot beyond this region. The peak
electron energy in the simulations was found at Emax;peak ¼
138.4 MeV (leading high charge peak) and 198.7 MeV
(low charge peak) at perfect overlap. In the experiment
using linear polarization, the average peak energy was
Eavg;peak ¼ 159.3 MeV with a maximum of Emax;peak ¼
206.9 MeV at a pulse delay of 0.87 λp. The narrowest
energy spread in the simulation was 9% at a pulse delay of
λp. In the experiment, the same value was found but at a
pulse delay of 0.87 λp. At perfect overlap, a pulse shape
with two energy peaks is observed—experimentally (linear
polarization), this behavior was only observed at 10 μm.
Yet, experimental results are impacted by shot-to-shot
fluctuations in transversal beam overlap, average electron
density, and local electron density from partial self-
focusing of wavefront parts, which may cause the results
to deviate.
The maximum (drive) pulse amplitude in the simulations

at the final time step ranges between a0 ¼ 0.75 (f) and
1.23 (d) showing that a focusing effect is present. The total
on-axis intensity is increased while the quick diffraction of

FIG. 3. Results from two-dimensional particle-in-cell simula-
tions. Left: Longitudinal electric field strength and electron
density from the sixth and seventh nitrogen ionization levels
(above ne ¼ 2 × 1022 m−2). Right: Kinetic energy associated
with the same electrons. The separation in z between the pulses is
λp (15.8 μm) (a), 0.75 λp (11.9 μm) (b), 0.5 λp (7.9 μm) (c),
0.25 λp (4.0 μm) (d), 0 (e), and −0.5 λp (−7.9 μm) (f) where
positive values indicate that the drive pulse is ahead.
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the injector pulse keeps the effective intensity below the
ionization injection threshold behind the focus. Partial
guiding of a strongly diffracting pulse copropagating in
the correct phase with a weakly diffracting pulse that acts as
the guide pulse has been shown in [33] where monoener-
getic electrons between 10 and 30 MeV were produced in
the interaction with a high-density gas jet. Note that
ionization injection was not present in the mentioned
article.
Additional simulations (not shown in Fig. 3) confirmed

the presence of electron injection at y separation of up to
�40 μm. As expected, the amount of charge accelerated
and the peak energy are inversely proportional to the
separation distance due to the reduced intensity at the
point of injection (behind the focus) and the reduced
acceleration length from the point of injection.
While the simulations in Bourgeois et al. suggest a

relative energy spread as low as 2%, the electron beams
found in this Letter have a lower limit of 7%. The
normalized emittance found by Bourgeois et al. was
ϵn;rms ¼ 5 μm at minimal relative energy spread. While
not measured experimentally, a similar value of ϵn;rms ¼
3.7 μm was found from our simulations considering
electrons in the first wakefield bucket. Pollock et al.
[29] showed that their broad spectrum beam from ioniza-
tion injection can be optimized using a second accelerator
stage to achieve relative energy spreads of less than 5%.
McGuffey et al. [26] (using high electron densities of
>1 × 1019 cm−3) and Mo et al. [28] (using a highly
nonlinear wakefield) find electron beams with peaks of
several percent energy spread. In contrast to these articles,
however, the 2PII mechanism is compatible for use with a
linear wakefield driver in a low-density channel.
The work presented in this Letter has shown that

quasimonoenergetic electrons can be injected into a quasi-
linear wakefield using a short Rayleigh-range injector
pulse. This method can be optimized by tuning the injector
pulse’s intensity, optimizing its focal spot and wavefront
properties, and minimizing the drive pulse’s spatial jitter.
The observed method is compatible with beam guiding
using preformed channels and can therefore be used to
generate high-energy electron beams. Furthermore, to
increase the wall-plug efficiency, a multipulse driver [42]
can be used that is also compatible with the presented
injection mechanism.
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