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We report the beam energy and collision centrality dependence of fifth and sixth order cumulants
(Cs, Cg) and factorial cumulants (x5, k) of net-proton and proton number distributions, from center-of-
mass energy (y/syy) 3 GeV to 200 GeV Au + Au collisions at RHIC. Cumulant ratios of net-proton (taken
as proxy for net-baryon) distributions generally follow the hierarchy expected from QCD thermodynamics,
except for the case of collisions at 3 GeV. The measured values of C¢/C, for 0%—40% centrality collisions
show progressively negative trend with decreasing energy, while it is positive for the lowest energy studied.
These observed negative signs are consistent with QCD calculations (for baryon chemical potential,
up < 110 MeV) which contains the crossover transition range. In addition, for energies above 7.7 GeV, the
measured proton «,,, within uncertainties, does not support the two-component (Poisson + binomial) shape
of proton number distributions that would be expected from a first-order phase transition. Taken in
combination, the hyperorder proton number fluctuations suggest that the structure of QCD matter at
high baryon density, pp ~750 MeV at /syy =3 GeV is starkly different from those at vanishing
up ~24 MeV at \/syy =200 GeV and higher collision energies.

DOI: 10.1103/PhysRevLett.130.082301

An important goal of heavy-ion physics is to study the
phase structure of strongly interacting matter. The phase
diagram of such strongly interacting matter, known as the
quantum chromodynamics (QCD) phase diagram, shows
the phase structure as a function of temperature (7)) and
baryon chemical potential (1) [1,2]. Lattice QCD (LQCD)
calculations have established the quark-hadron phase
transition as a smooth crossover at vanishing up [3]. At
large pup, QCD-based model calculations indicate that the
crossover is replaced by a first-order transition [4,5] which
terminates at a critical point.

Varying the collision energy of heavy nuclei results in a
variation in 7 and up of the strongly interacting system
produced in these collisions, allowing an experimental study
of the QCD phase diagram [6]. Event-by-event fluctuations
or cumulants of net-particle number (N) distributions in
heavy-ion collisions are sensitive observables for this study
[7-10]. The cumulants are extensive quantities that can be
used to characterize the shape of a distribution. The
fifth-and sixth-order cumulants, relevant to the current
study, are defined as follows: Cs= (SN>)—10(5N?)(5N?)
and  Cg=(N®) —15(6N*)(6N?) — 10(5N3)? 4-30(5N?),
where 6N = N — (N) (for details, see Supplemental
Material [11]). For a thermalized system, the ratio of
cumulants are directly linked to the susceptibilities (y,,)
calculated in a fixed volume, as done in lattice QCD, and in
QCD-based and thermal models [12-15]. Experimental
measurement of higher order cumulants are also important
to understand thermalization in high energy nuclear colli-
sions where the size and duration of the medium is limited
[16]. The cumulants, up to the fourth order of various net-
particle multiplicity distributions have been analyzed from
the first phase of the beam energy scan (BES) program at the
relativistic heavy-ion collider (RHIC) facility [17-24] and
by the HADES experiment at GSI [25]. The fourth-to-
second order cumulant ratio, C4/C,, of net-proton number
distributions from the solenoidal tracker at RHIC (STAR)

experiment shows a nonmonotonic collision energy depend-
ence that is qualitatively consistent with expectations from a
critical point in the QCD phase diagram [19].

Up to the fourth-order net-proton cumulant ratios, the
experimental measurements are positive [19] which is
reproduced by several model calculations. These include
calculations with a crossover quark-hadron transition such
as the LQCD [26] and the QCD-based functional renorm-
alization group (FRG) model [27], and those without any
phase transition effects like the hadronic transport model
UrQMD [28] and the thermal hadron resonance gas (HRG)
model [15]. Only after extending the order of fluctuations
to five and six (also called hyperorders) do the theoretical
calculations with and without QCD phase transitions show
a difference in sign. Negative sign of baryon number
susceptibility ratios, y& /% and y8/,% (also called hyper-
skewness and hyperkurtosis, respectively) is predicted
by LQCD [26,29] near the quark-hadron transition
temperature for uz < 110 MeV. The FRG calculations also
yield negative y%/y% and y2/4% over a wide up range
24-420 MeV corresponding to central Au + Au collisions
at /syy =200 —7.7 GeV [27]. Additionally, a particu-
lar ordering of susceptibility ratios: x%§/x% > x5 /x5 >
25 /x% > x8 /x5 is predicted by LQCD [26]. This is in
contrast to the HRG model predictions with an ideal gas
equation of state in a grand canonical ensemble framework
which remain positive at unity for all ratios [29].

In search of the first-order phase transition, the factorial
cumulants of proton multiplicity distributions have been
suggested [30]. Factorial cumulants «,, up to the sixth order
can be defined in terms of cumulants [31] as x; = Cy,
Ky :_Cl +C2, K3 :2C1 —3C2+C3, K4 = —6C1 + 11C2
—6C3 + C4, K5 = 24C1 - 50C2 + 35C3 — 1OC4 + C5, and
ke = —120C| +274C, —225C; + 85C4 — 15C5 + C¢. The
presence of a mixed phase in a first-order phase transition
results in a bimodal or two-component structure in
the proton multiplicity distribution. Such a bimodal
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TABLE 1. Total event statistics (in millions) in Au 4+ Au
collisions for various collision energies (/syy)-

VSyy (GeV) 3 7.7 11.5 145 19.6 27 39 54.4 62.4 200
Events 140 3 6.6 20 15 30 86 550 47 900

distribution, modeled as Poisson + binomial distributions,
yields large factorial cumulants which increase in magni-
tude and alternate in sign with increasing order [30,32]. In
probing the two-component nature, the factorial cumulants
are less demanding statistically and are more sensitive than
regular cumulants [30].

The work reported in this Letter is intended to identify
the nature of the phase transition over a wide range in yy by
examining the sign of the hyperorder fluctuations. A recent
study of net-proton sixth-order cumulants by STAR hints at
a crossover in Au + Au collisions at /syy = 200 GeV
(up =20 MeV) [33]. In this Letter, we present new data
down to the lowest energy accessible by STAR
(v/Syy =3 GeV and pp =750 MeV), along with the
measurements of fifth-order net-proton cumulants and fifth-
and sixth-order proton factorial cumulants.

The data from Au+ Au collisions having signals in
trigger detectors [34,35] above a noise threshold (called
minimum bias) at ten collision energies from /syy = 3 to
200 GeV from the STAR BES-I and fixed-target (FXT)
program were analyzed. The number of analyzed events at
each energy is summarized in Table I. The 3 GeV collision
data were collected in FXT mode with a constraint on the
interaction point (also known as the primary vertex) along
the beam axis (V,) of 199.5 <V, <202 cm, and the
remaining energies were taken in the collider mode of
detector operation with V, within 30 cm from the center
of the STAR detector except for 7.7 GeV data, where
440 cm was used [20,36]. The tracking and particle
identification (PID) are carried out using time projection
chamber (TPC) and time of flight (TOF) detectors [37].
Protons and antiprotons are required to have rapidity |y| <
0.5 at collider energies, and —0.5 < y < 0 at 3 GeV due to
the asymmetric detector acceptance in the fixed-target
mode. The distance of closest approach (DCA) of the
(anti)proton tracks to the primary vertex is required to be
less than 1 cm to suppress background [18]. The transverse
momentum criterion of 0.4 < py < 2.0 GeV/c is applied
at all energies. A variable no [21] that quantifies, in terms of
standard deviation, the difference between measured
dE/dx from the TPC and its expected value for protons
[38] is utilized for proton identification. We used |no| < 2.
In addition, mass squared (m?) measured using the TOF
detector is required to satisfy 0.6 < m?> < 1.2 GeV?/c* in
the pyrange 0.8 < pr < 2.0 GeV/c to achieve high purity
for protons [20]. For FXT energy at 3 GeV, PID using both
TPC and TOF is shown in panel (a) of Fig. 1. At this
energy, if momentum p <2 GeV/c, only the TPC is used
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FIG. 1. (a) Particle identification using no, (TPC) versus m?

(TOF) for Au + Au minimum bias collisions at 3 GeV (FXT). A
momentum criterion p > 2 GeV/c is applied when using m?> for
proton PID. (b) Proton multiplicity distributions from three
collision centralities. These distributions are not corrected for
detector efficiency and pileup effects.

for PID; otherwise, both TPC and TOF are used. The purity
of protons in the selected kinematic space is higher than
95% at all energies [19]. Centrality is determined using the
charged-particle multiplicity measured by the TPC, exclud-
ing protons and antiprotons to avoid self-correlations.
Results from 0%—-40% and 50%—60% centrality classes
are reported. Pileup events, which happen when separate
collisions are reconstructed as a single event, are removed
from the analysis by examining the correlation between
multiplicities registered in the TPC and TOF [19,33].
Additionally, at higher energies, /syy > 27 GeV, infor-
mation from a vertex position detector is used for removing
pileup events [20]. Because of higher collision rates with
the FXT configuration, the pileup effect becomes large
compared to that in collider mode. The correction of
cumulants for this effect is then done following the method
suggested in Ref. [39].

Panel (b) of Fig. 1 shows proton multiplicity distribu-
tions for 0%—-5%, 0%—-40%, and 50%-60% collision
centralities for Au+ Au collisions at 3 GeV. Because
the number of antiprotons is negligible at this energy (less
than the number of protons by 6 orders of magnitude [40]),
cumulants of proton distributions are calculated instead of
net-proton distributions. Cumulants are then corrected for
finite detector efficiency assuming binomial detector
response [41-47]. In previous Letter, relaxing the binomial
assumption and implementing an unfolding-based correc-
tion for cumulants up to the sixth order for Au+ Au
collisions at /syy = 200 GeV yielded values consistent
with an analytical binomial correction formula within
uncertainties [19,33]. To suppress the initial-volume fluc-
tuation effects on cumulants for a given centrality, a
centrality bin width correction (CBWC) is performed
[48]. While Monte Carlo studies have shown that at low
multiplicities and lower energies residual volume fluc-
tuation effects may remain, the magnitude of the additional
correction is highly model dependent [40,49]. Further
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FIG. 2.

k4 (a), k5 (b), kg (c) of proton distribution in Au + Au collisions from 3 to 200 GeV. The results are shown for 0%—40%

(squares) and 50%—-60% (diamonds) centralities. The bars and bands on the data points represent the statistical and systematic
uncertainties, respectively. The two-component model (0%—40%) and UrQMD model (0%—40% and 50%—60%) calculations are shown
as red, brown bands, and blue dashed lines, respectively. The two-component model (with binomial and Poissonian distributions as
constituent components) requires k, up to the fourth order as inputs to predict x5 and xg. Uncertainties are statistical for the model
calculations. The k5 and k¢ data at 7.7 GeV (0%—40%) are scaled down by a factor of 4 for clarity of presentation.

theoretical understanding of these residual effects are
clearly needed before applying to the data and therefore
in this analysis only the CBWC is performed. From
cumulants, we construct the factorial cumulants and ratios
of cumulants which are the observables of this Letter. The
statistical uncertainties on these observables are estimated
using the bootstrap method [43,50,51]. Systematic uncer-
tainties are estimated by varying track selection, particle
identification criteria, background estimates (DCA), and
track reconstruction efficiency.

Figure 2 shows collision energy dependence of proton
factorial cumulants, «,, k5, and kg for 0%—40% and 50%—
60% centralities. At 7.7 GeV, large positive k4 and negative
ks are observed for 0%—40% collisions, albeit with large
uncertainties. In contrast, at higher energies, the factorial
cumulants of all orders show small deviations from zero
and from UrQMD expectations. UrQMD calculations
reproduce the 3 GeV measurements. The energy depend-
ence trend of the ks and kg measurements is largely
reproduced by calculations from a two-component model
for proton multiplicity, motivated by the assumption of a
first-order phase transition, which inputs in its construction
the experimental data of «, up to the fourth order and
predicts k5 and kg [30,32] (see Supplemental Material [11]
for details). Vanishing values of factorial cumulants would
imply that only the Poissonian part of the two-component
model survives. The small deviation from zero observed for
the proton «, and the absence of a sign change with
increasing order for energies above 7.7 GeV within
uncertainties does not support the two-component structure
for the proton multiplicity distributions at those energies.
Note that at 54.4 GeV, a sign change is observed with
increasing order for the three factorial cumulants at a level
of 2.5 — 30, (04 1s the statistical and systematic uncer-
tainties added in quadrature). However, the two-component

model calculation does not show such a trend.
The peripheral 50%-60% measurements are either
positive or consistent with zero within uncertainties at
all energies.

As proxies for net-baryon cumulant ratios [42], C,/C>,
Cs/C,, and Cg/C, of net-proton distributions in Au + Au
collisions from 3 to 200 GeV for 0%—40% and 50%—-60%
centralities are presented in Fig. 3. C4/C, for 0%—40%
centrality is positive at all energies. Various model calcu-
lations presented for C4/C, are also positive. Cs5/C, for
0%—40% centrality exhibits weak collision energy depend-
ence and fluctuates about zero with <2.20,, significance
except at 3 GeV where it has a large positive value. Cs/C,
for the same centrality is increasingly negative from higher
to lower energies down to 7.7 GeV and becomes positive at
3 GeV. The deviations of Cg/C, from zero at all the
energies are within 1.70,,. When interpreting the 3 GeV
data, one should keep in mind that the initial volume
fluctuation effects become significant due to lower charged
particle multiplicity. The increasingly negative sign of
C¢/C, with decreasing energy in the range 7.7 to
200 GeV is qualitatively consistent with LQCD and
FRG calculations that include a crossover quark-hadron
transition, subject to caveats discussed in Ref. [33].
The overall significance of observing negative Cg/C, in
more than half of the collision energies in the range 7.7
to 200 GeV is found to be 1.76 (see Supplemental
Material [11]). The UrQMD expectations for these two
ratios are either positive or consistent with zero within
uncertainties. Expectations from HRG CE are positive for
energies greater than 19.6 GeV and become negative only
for lower energies (see Supplemental Material [11] for an
enlarged view of model calculations). Recent hydro-
dynamic calculations also show a similar energy de-
pendence trend as HRG CE [53]. All three ratios are
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FIG. 3.

C4/C, (a), C5/C, (b), and Cg/C, (c) of the net-proton distribution in Au + Au collisions from 3 to 200 GeV. The results are

shown for 0%—40% (squares) and 50%—-60% (diamonds) centralities. The bars and bands on the data points represent the statistical and
systematic uncertainties, respectively. LQCD (39-200 GeV) [26], FRG (11.5-200 GeV) [27], UrQMD (0%—40%, 50%—-60%), and
HRG model calculations (7.7-200 GeV) with canonical ensemble [52] (HRG CE) are shown as red, gray, brown bands, blue and green

dashed lines, respectively.

non-negative for peripheral 50%—60% centrality and quali-
tatively consistent with UrQMD expectations. As the
event statistics are lowest at 7.7 GeV (1.2 x 10° events
in 0%—40% centrality) among all energies, within the
current statistical limitations, the robustness of the negative
sign of Cs/C, at 7.7 GeV (0%—40%) was verified by
performing a study on K statistics [54] (also known as
unbiased estimators of a population’s cumulants) and on
the sample size dependence of net-proton Cg/C, which
involved creating random samples of varying event sta-
tistics from 7.7 GeV data (see Supplemental Material [11]).
Measurements of the three ratios at collider energies using
the same rapidity acceptance as for 3 GeV FXT data, i.e.,
—0.5 < y < 0, yield similar conclusions regarding the sign
as reported here (see Supplemental Material [11]).

A particular ordering of net-baryon cumulant ratios:
C;3/C, > C4/Cy > C5/C; > Cg/C,, predicted by LQCD
was subjected to experimental verification in Fig. 4. Within
uncertainties, the measurements for 0%—40% centrality in
the energy range 7.7 to 200 GeV are consistent with the
ordering expected from LQCD (although at 54.4 and
62.4 GeV, the hierarchy is not as clear as at other energies).
While the FRG calculations also follow the predicted
hierarchy, the UrQMD calculations within uncertainties
do not show any clear ordering and remain non-negative at
all energies. At 3 GeV the cumulant ratios show a reverse
ordering: C3/C| < C4/C, < C5/C; < Cg/C,. The prob-
ability that the higher energy data would follow a 3 GeV
ordering varies between 0.14% — 10% (see Supplemental
Material [11]). The ordering observed at 3 GeV is
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FIG. 4. C3/C, (filled square), C,/C, (open cross), Cs/C; (open diamond), and C4/C, (filled circle) of net-proton distributions in
0%—40% Au + Au collisions from 3 to 200 GeV. The bars and bands on the data points represent the statistical and systematic
uncertainties, respectively. LQCD (39-200 GeV) [26], FRG (11.5-200 GeV) [27] and UrQMD calculations (0%—40% centrality) are
shown as red, blue, and brown bands, respectively. The Cy/C, data at 3 GeV (7.7 and 11.5 GeV) are scaled down by a factor of 2 (10) for

clarity of presentation.

082301-6



PHYSICAL REVIEW LETTERS 130, 082301 (2023)

reproduced by UrQMD calculations. These observations
suggest that the interactions are dominantly hadronic at
3 GeV. Recent results by the STAR experiment on proton
C,/C, showing suppression at 3 GeV for central 0%—5%
Au + Au collisions also supports this inference, indicating
that the possible critical point could only exist at collision
energies higher than 3 GeV [40].

In conclusion, measurements of net-proton Cs/C; and
Cs/C, and proton k5 and kg are reported in Au+ Au
collisions over a broad range of collision energies from 3 to
200 GeV corresponding to a up range of 750 to 24 MeV.
The data are presented for 0%—40% and 50%—-60%
collision centralities. For the first time, we test the ordering
of cumulant ratios C3/C| > C4/C, > C5/C| > Cs/C,
expected from QCD thermodynamics. While the overall
measured trend for cumulant ratios from 7.7 to 200 GeV
seem to follow this hierarchy, a reverse ordering is seen at
3 GeV. C¢/C, for 0%—40% centrality is increasingly
negative with decreasing energy, except at 3 GeV where
it is positive. Their deviations from zero at each energy are
within 1.76,,. The significance of finding negative C¢/C,
(0%—40%) at more than half of the collision energies over
the range 7.7 to 200 GeV was found to be 1.76. The
negative sign of Cg/C, is consistent with QCD calculations
(up £ 110 MeV) that include a crossover quark-hadron
transition. In contrast, the peripheral 50%—-60% data, and
calculations from the UrQMD model which does not
include any QCD transition, are either positive or consistent
with zero.

Proton factorial cumulants x4, k5, kg (0%—40%) are
presented as sensitive observables to probe a possible first-
order phase transition [30]. The measurements indicate the
possibility of a sign change at low collision energies,
although the uncertainties are large. For energies above
7.7 GeV, the measured proton «, within uncertainties do
not support the two-component (Poisson -+ binomial)
shape of proton distributions that is expected from a
first-order phase transition. Peripheral 50%—-60% data do
not show a sign change with increasing order and are
consistent with calculations from the UrQMD model at all
energies. The agreement between the presented data and
UrQMD at 3 GeV suggests that matter is predominantly
hadronic at such low collision energies. Taken together,
the hyperorder proton number fluctuations suggest that
the structure of QCD matter at high baryon density,
up ~ 750 MeV at |/syy = 3 GeV is starkly different from
those at vanishing pup ~24 MeV at /syy = 200 GeV
and higher collision energies. Precision measurements in
BES-II with large event statistics will be necessary to
confirm these observations.
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