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Research on spatially inhomogeneous weakly coupled superconductors has recently received a boost of
interest because of the experimental observation of a dramatic enhancement of the kinetic inductance with
relatively low losses. Here, we study the kinetic inductance and the quality factor of a strongly disordered,
weakly coupled superconducting thin film. We employ a gauge-invariant random-phase approximation
capable of describing collective excitations and other fluctuations. In line with the experimental findings,
we have found that in the range of frequencies of interest, and for sufficiently low temperatures, an
exponential increase of the kinetic inductance with disorder coexists with a still large quality factor of ~10%.
More interestingly, on the metallic side of the superconductor-insulator transition, we have identified a
range of frequencies and temperatures, 7 ~ 0.17., where quantum coherence effects induce a broad
statistical distribution of the quality factor with an average value that increases with disorder. We expect
these findings to further stimulate experimental research on the design and optimization of superinductors
for a better performance and miniaturization of quantum devices such as qubit circuits and microwave

detectors.
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A microwave resonator that is both low-loss and small
[1-3] is an important element in circuits designed for
quantum computation or photon detection. For instance, a
high-inductance element [4] suppresses charge fluctuations
and slows down electromagnetic waves, which increases
coherence times and facilitates the circuit miniaturization.
Devices such as the fluxonium qubit [5] have a kinetic
inductance L orders of magnitude larger than the
geometrical one related to its shape that is further enhanced
by increasing disorder. For that reason, there has been an
explosion of interest [5—19] in disordered superconductors
as high-inductance devices, commonly called superinduc-
tors. Promising results [9—16] have been reported for
nanowires of NbN,, tin, granular Al [20-24], and nano-
wires of Al based materials [6-8,19].

These materials also have drawbacks. The presence of
subgap collective excitations [25-27], especially the
Goldstone mode [28] related to phase fluctuations, in highly
disordered superconductors [29-33] may shorten coherence
times in superconducting circuits. Another potential problem
is the existence of strong losses [34,35] in amorphous
dielectric due to two level systems. Although this source
of decoherence can to some extent be controlled, for instance
by reducing the device size [34,35], it can reduce the
coherence time of the device. However, the current experi-
mental evidence [11,14] is that this effect is not dominant.

Quantum coherence effects play an important role in
weakly coupled disordered superconductors. The order
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parameter becomes highly inhomogeneous [36—44] with
a multifractal-like spatial structure close to the insulating
transition leading to the enhancement of superconductivity
[36]. Level degeneracies [45—48] cause similar effects in
granular materials [40,41] and single superconducting
grains. These theoretical findings have been largely con-
firmed experimentally [20,49-56].

The above results call for a detailed theoretical study of
quantum coherence effects in the kinetic inductance and
quality factor of disordered superconducting thin films.

In this Letter, we address this problem in a two dimen-
sional weakly coupled disordered superconductor close to
the insulating transition but still on the metallic side. We
compute these observables by the mean-field limit of the
attractive Hubbard model in the weak-coupling limit,
namely, the self-consistent Bogoliubov de-Gennes (BdG)
formalism [57,58]. Corrections to the BdG formalism are
obtained by a random phase approximation leading to
gauge-invariant results. Diagrammatically, these deviations
correspond to vertex corrections to the mean-field bubble
diagrams representing the current-current correlation func-
tion. Gauge invariance is necessary in order to reproduce
subgap collective excitations such as the Goldstone mode
[28] that may increase losses dramatically and therefore
prevent the use of disordered superconductors as high-
inductance devices. We shall see that, in contrast to
previous results [59] on the insulating side of the transition,
collective excitations do not occur in the region of interest.

© 2023 American Physical Society


https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.130.047001&domain=pdf&date_stamp=2023-01-24
https://doi.org/10.1103/PhysRevLett.130.047001
https://doi.org/10.1103/PhysRevLett.130.047001
https://doi.org/10.1103/PhysRevLett.130.047001
https://doi.org/10.1103/PhysRevLett.130.047001

PHYSICAL REVIEW LETTERS 130, 047001 (2023)

Moreover, in agreement with experiments, the Kkinetic
inductance increases with disorder without a drastic reduc-
tion of the quality factor.

Kinetic inductance and quality factor of a superinductor
device.—The reactance is defined as X = 2zfL;/n, so a
high performance superinductor requires a large kinetic
inductance Ly . According to the Mattis-Bardeen theory
[27], the kinetic inductance of a superconductor is
Ly ~ (ARp/7A), where Ry is the sheet resistance of
the material and A is the amplitude of the superconducting
order parameter. Therefore, L is enhanced by increasing
the sheet resistance, which effectively is equivalent to an
increase of the disorder strength. However, as mentioned
earlier, disorder can also lead to a stronger dissipation at
microwave frequencies due to collective modes and other
fluctuations [30,32,33] that induce subgap structure in the
conductivity near the insulating transition. Therefore, it is
important that the enhancement of the kinetic inductance by
disorder is not accompanied by these dissipative effects.

Dissipation effects are described by the quality factor
Q = (f/Af), where f is the circuit operating frequency
(measured in hertz). Q describes the frequency resolution
Af, which is closely related to the strength of dissipative
effects leading to electromagnetic absorption and therefore
to circuit losses. The total quality factor of the circuit has
two components, (1/Q) = (1/Q;) + (1/Qex) [60], where
Q; is the internal quality factor computed in this Letter due
to losses in the superinductor, and Q. is the external
quality factor related to any other losses. Q. is typically
much higher than Q; in the experimental settings that we
are interested in, so Q = Q.

Two superinductor geometries are especially relevant for
applications: superconducting microstrip lines for quantum
computing and cavity resonators for phonon detection. We
shall see that the main findings of this Letter are applicable
to both settings, though Q in each case is different by an
overall disorder and temperature independent prefactor.
From now on, we focus on the microstrip setup; the cavity
resonator is discussed in the Supplemental Material [61].
The quality factor of the microstrip is [62-64] Q = (a/2f),
where o and f are the real and imaginary parts of the
propagation constant y. For dissipative media, [62,64]

y = v/iou(c + iwe) = a + iff, where ¢ and u are the

permittivity and permeability of the media, and 6 = 6| —
io, where 0| and o, are the real and imaginary parts of the
conductivity o. Since 6, > o, and the device operates at
microwave frequencies [62,63], O ~ 6,/0,. Likewise, the
kinetic inductance is Ly = (1/27f05).

Theoretical formalism.—In order to compute L/ and
Q, we model the resonator as a disordered superconducting
thin film with N = L x L sites described by the BdG
equations [57,58,65,66]

A

(& (o) -=Ca) o

where Ku,, (i) = =t > 5, (i +68) + (Vi — p;)u,, (i), Visa
random potential V; € [V, V], and y; = u + |U|n(i)/2 is
the chemical potential that incorporates the site-dependent
Hartree shift, U is the net attractive electronic coupling,
and ¢ is restricted to nearest neighbors of site i. The BdG
equations are completed by the self-consistent conditions
for the site-dependent order parameter amplitude A(i) =
U > um (D)5, (0)[1 —2f(E,,.T)] and the density
n(i) =23, [lvn ()P = f(Ep. T)] + |u, (§) £ (E,. T)],
where f(E,,,T) = (1/e®/T + 1) is the Fermi-Dirac distri-
bution at temperature 7. The average electron density is
(n) => ;n(i)/N = 0.875 with N the total number of sites
of the square lattice. This choice, previously used in [29,65—
67], leads to [68] suppression of charge-density wave
correlations while keeping the order parameter as large as
possible. All these quantities are in units of the hopping
energy t. Based on the solutions of these equations, we
compute current-current correlation functions beyond the
mean-field BAG limit within a gauge-invariant random phase
approximation that amounts to considering vertex correc-
tions to the bare bubble diagrams representing the suscep-
tibility. Finally, we compute the complex conductivity from
which, as mentioned earlier, it is straightforward to find
Q(T,V,U) and Ly5(T, V, U) (see Supplemental Material
[61] for technical details). Our study is focused on the metallic
side of the superconductor-insulator transition, where we will
also compute the distribution of probability of Q to assess the
role of multifractality and to have an estimate of sample to
sample fluctuations that are important in experiments. The
choice of parameters in our calculation is motivated by the
following considerations. A superconductor resonator typi-
cally works in the microwave region 1-20 GHz [2,7,10,69—
72], which in units of energy corresponds to 4.0 x 1073—
8.0 x 1072 meV. Therefore, we set the hopping energy to
t = 10 meV so that the operating frequencies of the device lie
in the range 1-20 GHz. We will focus on two typical
frequencies, f ~ 0.0017 = 0.028A, and 0.0047 = 0.112A,,
corresponding to 2.5 GHz and 10 GHz, respectively. The
lattice constant is set to a = 0.35 nm and the permittivity
€ = 9¢y. We note that all the calculations are carried in SI
units, which can be compared to experiments directly. In order
to have a larger Q, temperatures must be much lower than the
critical one, i.e., T < T, but still accessible experimentally,
T ~0.01-0.15T .. We model weakly coupled superconduc-
tors by a coupling constant U = —1, in units of ¢, because this
is the smallest coupling for which the finite size effects in our
calculation are negligible. For these parameters, we obtain for
V = Oan order parameter Ay = 0.0357¢ = 0.357 meV and a
critical temperature 7. ~ 0.02f ~ 2.3 K.

Finite-size effects.—We start our analysis of L,/ and Q
by showing that finite size effects are not important. In
Fig. 1, we depict Q for different system sizes L and for two
different temperatures. We do not observe any substantial
size dependence for L > 26. Finite size effects in Q are
much stronger for small sizes because quantum fluctuations
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FIG. 1. The quality factor Q (a) and the kinetic inductance

Ly (b) as a function of system size L for U= -1,
(n) =0.875, f = 0.028A,, and V = 1.5, close to the critical
disorder, which is the main focus of this Letter. No substantial
size dependence is observed for L > 26, so we fix the size L = 28
in our study. For stronger disorder or coupling, finite size effects
will be even smaller.

increase as the system size decreases. Finite temperature
effects, as observed in Fig. 1, suppress quantum fluctua-
tions. The increase (decrease) of Ly, (Q) with system size
is due to the fact that Ly, is inversely proportional to o,
while Q is directly proportional to it. For a stronger
coupling constant |U| > 1, finite size effects are smaller
because the coherence length is shorter. Therefore, from
now on we set L = 28.

Temperature, disorder, and frequency dependence of
the quality factor.—At sufficiently high temperatures, Q
decreases sharply due to the increasing number of thermal
quasiparticles [71]. Therefore, this region is not of interest
in our analysis. In the superconducting region, 1/Q is
proportional to the remaining number of thermal quasi-
particles, which will be reduced greatly by decreasing
temperature [10,71]. As a consequence, Q will increase
substantially with decreasing temperature. However, as
Fig. 2 shows, this increase levels off for sufficiently low
T <0.1T,, which is roughly consistent with experimental

0 0.1 0.2 0.3 0.4 0 0.1 0.2 0.3 0.4
T/T. T/T.
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FIG. 2. Quality factor Q as a function of temperature for a lattice
of size L = 28 and different disorder strengths V, U = —1, and
(n) = 0.875. Q is computed using 70 disorder realizations for each
V, exceptfor V = 2.125, where we employ only 20. The frequency
is (a) f = 0.028Ay) ~2.5 GHz and (b) f = 0.112A, ~ 10 GHz.

results [72]. The origin of this saturation of Q is due to
quantum fluctuations [30,32], captured in our analysis by
the employed gauge-invariant random phase approxima-
tion, that smear out the real conductivity so that it is finite
even below the spectral gap. Since Q is a decreasing
function of temperature, the optimal operation of the device
will always occur at the lowest temperature that can be
reached experimentally, though large values of Q can still
be observed for 7'~ 0.17 .. We note that we are assuming a
thermal distribution of quasiparticles but there is substantial
evidence that in the low temperature limit, the distribution
may be nonthermal [73,74]. However, the quality factor
measured experimentally [63] is still quite large Q > 10%,
so we do not expect that our main results are altered
qualitatively by considering a nonthermal distribution.

Regarding the dependence on disorder, for sufficiently
low temperatures, Q decreases sharply as disorder is
increased; see Fig. 2. This is expected as both quantum
fluctuations and spatial inhomogeneities facilitate the
absorption of the incoming electromagnetic radiation and
therefore the decrease of Q. Despite this decrease, Q is still
large, ~10% for f ~ 2.5 GHz and ~5 x 103 for f ~ 10 GHz,
in the subgap frequency region of interest provided that the
disorder strength is not too strong, V <2 where V is
expressed in units of #. The V > 2 insulating region is of no
interest for applications. The disorder dependence of Q, for
small but finite 7 = 0.17,, shows an unexpected non-
monotonous behavior in the critical region V ~ 1.9; see
Fig. 2. In order to fully confirm it, in Fig. 3, we depict Q in
linear scale as a function of V. The nonmonotonicity is
clearly observed in a relatively small window of temper-
atures, and only in the critical region V ~ 1.9, but its effect
is rather strong. Below, we provide a tentative explanation
of this property, which is one of the main results of this
Letter. The dependence of Q on frequency is monotonous;
it decreases rapidly with increasing frequency. The optimal
setting is therefore the smallest frequency that can be
accessible to experiments [61].

x10 x10

o T/T.=0.02 1.2
T/T, =0.15

T/T, = 0.02
=T/T,=0.15

FIG. 3. The quality factor Q as a function of disorder V for
T/T.=0.02 and 0.15 at the experimental frequencies
(a) f ~2.5 GHz and (b) f ~ 10 GHz. Q increases with disorder
in the critical region close to the transition V ~ 1.9. This non-
monotonicity of Q occurs for others, T 2 0.17,. and f, but only
for V ~ 1.9. See Fig. 2 for the value of the rest of parameters.
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FIG. 4. (a) The kinetic inductance L; as a function of

disorder V. The other parameters are the same as those in Fig. 2.
The numerical results fit well with an exponential increase of
Ly/g with disorder. In the Supplemental Material [61] we show
that in the region of interest f € [2.5,10] GHz, T < T, Ly is
almost temperature and frequency independent. (b) Probability
distribution of Q from 1000 disorder realizations, normalized by
its sample averaged value for f ~2.5 GHz, and temperature
T/T.=0.05. When V = 1.5, the distribution of Q fits well with
a Gaussian distribution (red line). However, very close to the
transition V = 1.9~ V,, the distribution, asymmetric and with
broad tails, is similar to a Gamma distribution (blue line).

Kinetic inductance.—We now turn to the study of L.
The analysis is simpler because it grows monotonically
with V and it is weakly dependent on frequency for
frequencies below the so called two-particle gap, namely,
the frequency required to break a Cooper pair [75]. Since
the resistance increases exponentially with disorder, we
expect a similar behavior in the kinetic inductance Ly . In
qualitative agreement with the experimental results [6—
8,14,76] [see Fig. 4], disorder enhances L by up to 2
orders of magnitude in the metallic region V < 2 where our
formalism is applicable.

Critical disorder and optimal choice of parameters.—
Since Ly, increases sharply with disorder, and a large Q
requires V < 2, it is important to have an estimation of the
critical disorder strength V. at which the insulating transition
takes place. The result of an approximate percolation analysis
suggests V. ~2. This is consistent with an earlier [37]
estimate V. ~ 1.5 in a similar system based on level statistics
and the vanishing of the superfluid density. At this V,
the spectral gap also starts to increase with disorder, which
is another indication [65,66] of the transition (see
Supplemental Material [61] for more information).

Therefore, based also on the previous results, V < 1.9,
corresponding to the strongest disorder still on the metallic
side of the transition, is the optimal setting to observe an
enhancement of L, without a large decrease in Q > 104,
Regarding the rest of the parameters, based on the previous
analysis, the optimal conditions for operation of the super-
inductor are weak-coupling, |U| <1, frequencies, f ~
2.5-10 GHz well below the two-particle spectral gap and
the lowest accessible temperature. However, T 2 0.157 . <
T, is still close to this optimal value and we could also

observe in Q an intriguing nonmonotonous dependence on
disorder.

With these choices, Ly, increases up to 2 orders of
magnitude with V, and this is not accompanied by strong
dissipation since Q > 10* even for V < 1.9. In order to
describe quantitatively the experimental results, it would be
necessary to have a precise relation between V and the
experimental resistivity py. which is a difficult task. We can
only say that the region V ~ 1.9 of main interest corre-
sponds experimentally to the metallic side of the transition.
Perturbatively, pg. o« (V) for a noninteracting disordered
metal [67].

Discussion and conclusions.—Previously, we found that
close to the transition V. ~ 1.9, and for T 2 0.17 ., disorder
can even enhance the quality factor. We first address the
origin of this counterintuitive feature. In principle, by
increasing disorder, the order parameter is weakened in
parts of the sample that become optically active more easily
and lead to the decrease of Q. However, the order parameter
spatial distribution close to the transition has multifractal-
like features [37,38] like a broad log-normal probability
distribution [77], which add a twist to this argument. At
zero or low temperature 7 < T, metallic regions with a
large value of the order parameter amplitude coexist with
regions where it is close to zero or with incipient Anderson
localization effects.

By a slight increase in disorder, it is plausible that
regions with a large value of the order parameter remain
largely unaltered while the rest may effectively become an
Anderson insulator. Unlike metallic but not superconduct-
ing regions, those insulating regions do not absorb the
incoming electromagnetic radiation. Its net effect is a
reduction of optically active regions and therefore an
increase of Q with disorder.

As a consequence, the observed sharp drop of Q with
temperature occurs at higher temperatures [see Fig. 2(a)], and
there exists a relatively narrow region of temperatures,
T ~0.15T,, for V ~ V., where the V dependence on Q is
nonmonotonic, namely, Q increases with disorder for
V~V..

The qualitative changes of Q close to the transition V. ~
1.9 (see Fig. 4) are illustrated by computing the probability
distribution obtained from 1000 disorder realizations. Even
for V =1.5, the distribution is close to a Gaussian.
However, for V. ~ 1.9, it becomes broad and asymmetric,
signaling large sample to sample fluctuations. This is the
region where the order parameter spatial distribution has
multifractal-like features, so we believe that the anomalous
enhancement of Q is related to this feature. We stress that
the employed theoretical formalism is gauge-invariant and
therefore can account for collective excitations [26,78] that
dramatically lower the quality factor of the device. Indeed,
we have found [33] that collective excitations may occur in
weakly coupled disordered superconductors. However, it is
necessary to have a disorder larger than V.~ 1.9 for the
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collective excitations to be observed for the 2.5-10 GHz
frequencies of interest. Therefore, collective excitations do
not seem to play any role in the superinductor optimal
region of operation.

The coupling we employ, U = —1 and (n) = 0.875, is
too strong to describe granular Al [14] experiments.
However, we expect similar [79] physics is at play, though
the interplay of collective modes and granularity requires a
separate study. Note that we neglect Coulomb interactions.
It has been recently argued [14,80] that Coulomb inter-
actions may play an important role in granular Al close to
the insulating transition. However, on the metallic region of
interest, charging effects are screened and therefore do not
play an important role.

In conclusion, we have found that strongly disordered,
weakly coupled superconducting thin films are excellent
superinductors with L;,5 enhanced up to 2 orders of
magnitude by disorder while Q > 10*. Moreover, close
to the superconductor-insulator transition, Q has a broad
probability distribution and, counterintuitively, is enhanced
by disorder. Despite the limitations mentioned previously,
the enhancement of L, with disorder and the mild
decrease, and even enhancement in some cases, of Q with
disorder is robust, can be confirmed experimentally, and
can be used to improve superinductor performance.
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