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Understanding the behavior of defects in the complex oxides is key to controlling myriad ionic and
electronic properties in these multifunctional materials. The observation of defect dynamics, however,
requires a unique probe—one sensitive to the configuration of defects as well as its time evolution. Here,
we present measurements of oxygen vacancy ordering in epitaxial thin films of SrCoOx and the
brownmillerite-perovskite phase transition employing x-ray photon correlation spectroscopy. These and
associated synchrotron measurements and theory calculations reveal the close interaction between the
kinetics and the dynamics of the phase transition, showing how spatial and temporal fluctuations of
heterointerface evolve during the transformation process. The energetics of the transition are correlated
with the behavior of oxygen vacancies, and the dimensionality of the transformation is shown to depend
strongly on whether the phase is undergoing oxidation or reduction. The experimental and theoretical
methods described here are broadly applicable to in situ measurements of dynamic phase behavior and
demonstrate how coherence may be employed for novel studies of the complex oxides as enabled by the
arrival of fourth-generation hard x-ray coherent light sources.

DOI: 10.1103/PhysRevLett.129.235701

The manipulation of correlated electron oxides has
remarkable potential for the development of ionotronic
devices [1–5]. Reversible metal-to-insulator transitions are
possible, for example, via ionic liquid gating [6–9] or by
other chemical and electrochemical means [10–14]. Such
transitions rely on fundamental changes triggered by oxy-
gen incorporation or excorporation and migration [15], and
the surrounding environment plays a critical role in both the
intrinsic properties and phase reversibility [16–18]. Two
members of the strontium cobaltite family of complex
oxides stand out as materials useful for memristive appli-
cations [19,20] as they exhibit a large reversible change,
transitioning from an insulating, antiferromagnetic phase—
brownmillerite SrCoO2.5—to a metallic, ferromagnetic
phase—perovskite SrCoO3—a change of 0.5 oxygens
per formula unit (∼17%). In such defect ordered systems,
the resistance state can be tuned as there is expected to be
strong interplay between the individual defects, the strain
state, and the behavior of the order-disorder phase
boundary. In a recent experimental study of SrCoOx thin
films, it was shown that unstrained films undergo sponta-
neous reduction owing to the large positive Gibbs free

energy of the perovskite (PV) phase with respect to the
brownmillerite (BM) phase [21]. High-resolution scanning
transmission electron microscopy measurements conducted
either under applied bias [22] or during ionic liquid gating
[23] have also revealed important structural aspects of the
transition process such as the significant impact of crys-
talline anisotropy on the boundary velocity. For a variety of
reasons, however, detailed studies concerning both the
kinetics and dynamics of the transition between the ordered
oxygen-phase to the ordered vacancy phase have yet to be
explored.
Here we describe an investigation of the phase transition

in a SrCoOx=SrTiO3 (001) heterostructure, exploiting the
coherence of a third-generation synchrotron and wide-
angle x-ray photon correlation spectroscopy (XPCS).
The BM and PV crystal structures are shown in Fig. 1(a).
As depicted, the perovskite crystal structure can be consid-
ered a network of interconnected oxygen octahedra with Co
at their centers and Sr cations between them. In the brown-
millerite crystal structure, the network is comprised of both
octahedral and tetrahedral layers in an alternating sequence
along the out-of-plane (z) direction. As we and others have
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shown, the transition between the two phases is topotactic in
nature, i.e., the new lattice is crystallographically related to
that of the original, preserving the overall crystal shape
during the transition [17]. Importantly for this experiment,
the PV and BM phases are also similar in lattice parameter
such that both remain (001)-oriented and coherently strained
with the SrTiO3 (001) substrate throughout the phase
transition, and the transition can take place repeatedly
without any observable deterioration in film quality as
shown in Fig. S1(a) [24]. Since the PV to BM phase
transition causes doubling of the unit cell size along z, this
leads to the formation of half-order reflections in reciprocal
space, e.g., 00 1

2
r.l.u., 00 3

2
r.l.u., etc., where r.l.u. refers to

reciprocal lattice units based on the SrTiO3 lattice parameter
(0.3905 nm). While the kinetics of the transition can be
monitored by changes to the integrated intensity of these
reflections, the XPCS experiment requires use of the
coherent portion of the incident x-ray beam: this was
selected by passing the beam through a monochromator
and a series of slits with the size of the slits set to match
the transverse coherence length of the x rays. Coherent
scattering (“speckle”) from the tail of the BM peak can be
observed at both the Bragg peak and the 1st thickness fringe
[Figs. S1(b) and S1(c), respectively [24] ]. X-ray absorption
near-edge spectroscopy (XANES) at the CoK edgewas also
measured, providing information on the oxygen vacancy
concentration regardless of the crystal structure.
After synthesis, the strontium cobaltite is in the BM

phase [17]. When the environment is switched from an inert
environment (N2) to an oxidizing environment (O2) at

elevated temperatures (at t ¼ 0 in Fig. 2), the BM surface
dissociates the O2 molecule, allowing oxygen to enter the
film and fill oxygen vacancies near the film surface. From
the x-ray measurements, one can readily observe when
oxygen starts to enter the lattice. The integrated intensity of
the 00 1

2
reflection begins to decay immediately, as shown in

Fig. 2(a), with the slowest change occurring at 573 K and
fastest at 613–623 K. Interestingly, the XANES results
presented in Fig. 2(c) shows that it generally takes longer
than 100 sec before the average Co oxidation state begins to
change, suggesting that the oxygen vacancy structure in the
BM phase disorders very quickly. Furthermore, after the
disappearance of the 00 1

2
reflection, the final stoichiometry

is approximately SrCoO2.8, with the film containing
slightly less oxygen at the higher temperatures. This is
in general agreement with the overall properties of SrCoOx
which favors the BM phase over the PV phase when
coherently strained to SrTiO3 (001) [17].
Regarding the reduction process, i.e., when the environ-

ment is switched from O2 to N2, the perovskite phase does
not lose oxygen immediately [Fig. 2(d)], and vacancy
ordering displays considerable incubation time [Fig. 2(b)].
This suggests that the kinetics of oxygen vacancy ordering
plays a key role during the PV to BM transition. The tempe-
rature dependence is also considerable, taking < 200 sec
to reach SrCoO2.75 at 623 K and ∼1000 sec at 583 K.

(a)

(b)

FIG. 1. (a) Cross sections of the BM (violet box) and PV
(orange box) crystal structures in SrCoOx. The red, yellow, and
gray atoms refer to Co, Sr, and O, respectively. (b) Schematics of
the oxidization (BM → PV) and reduction (PV → BM) processes
during the topotactic phase transition in the SrCoOx thin film.

(a) (c)

(b) (d) (f)

(e)

FIG. 2. Kinetics of oxidation and reduction. (a) Normalized
intensity of the 00 1

2
reflection for a SrCoOx=SrTiO3 (001)

heterostructure during the oxidization process. The time zero
corresponds to the time where the atmosphere is switched from
N2 to O2. The dashed lines are fits using the Johnson-Mehl-
Avrami equation [Eq. (1)]; (b) XANES measurements under
the same experimental conditions as (a). For clarity, only the
error bar of the last point is displayed. (c) Normalized intensity of
the 00 1

2
reflection during the reduction process. (d) XANES

measurements under the same experimental conditions as (c).
(e) Temperature dependence of the dimensionality n from fitting
of Johnson-Mehl-Avrami equation [Eq. (1)] for both oxidization
and reduction processes. (f) Temperature dependence of the
characteristic time (K−1=n) and the activation energy (Ea) for
the phase growth from the same fitting. The error bars are smaller
than the size of the markers.
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This is partially due to less oxygen in the initial condition
(x ∼ 2.8 at 573 K and 2.76 at 623 K). Complete reduction
back to x ¼ 2.5may take> 104 sec at lower temperatures.
Regarding the BM to PV transition, 50% of the 00 1

2

intensity is reached at ∼2500 sec at 573 K, while taking
only 1000 sec at 623 K. This temperature dependence is
indicative of the low activation energy for oxygen ion
diffusion.
The growth of PVand BM phases during the oxidization

and reduction processes can be well described using the
Johnson-Mehl-Avrami equation,

Y ¼ 1 − expð−KtnÞ; ð1Þ

where Y is the ratio of the volume of the growing phase to
that of the entire film. Here, nucleation of the new phase is
assumed to occur randomly throughout the volume of the
film with a growth rate independent of the extent of the
transformation. We performed fits to Eq. (1) in regions of
Figs. 2(a) and 2(c) where the normalized intensity of the
BM phase was between 0 and 0.8 to focus on stages with
the highest growth rate: the results for n and logðK−1=nÞ are
shown in Figs. 2(e) and 2(f), respectively. The variable n
describes the dimensionality of the growing of the phase,
and the quantity K−1=n is a dimension-independent char-
acteristic time that corresponds to the time it takes for the
phase to grow to 1 − 1=e of the total volume. It can be seen
in Fig. 2(e) that the dimensionality of PV growth into the
BM phase remains close to 1 during the oxidization process
but varies between 2 and 3 during the reduction process.
Within the temperature range of 583 to 613 K, an activation
energy Ea of 1.11� 0.06 eV is extracted for the oxidiza-
tion process and 0.63� 0.05 eV for the reduction process
[dashed lines in Fig. 2(f)]. This is in accord with results
from first-principles simulations (details in Supplemental
Material [24]) that provide a more rigorous description of
the underlying atomistic processes. Briefly, oxidation from
BM → PV involves a vacancy-interstitial mechanism of
diffusion along the layering direction into the BM phase
after surface dissociation of oxygen dimers, with an
activation energy of 1.03 eV. Reduction from PV → BM
involves an initial incubation process due to vacancy
short-range ordering but eventually proceeds via 3D
single-vacancy migration with an activation energy of
0.46–0.67 eV depending on the strain state of the SrCoOx
film.
The topotactic phase transition, as depicted by the

schematic in Fig. 1, involves changes in the relative
amounts of the BM and PV phases, reflecting the kinetics
of the transition. However, there are also changes at a local
level as some nuclei grow while others shrink: these
fluctuations are driven by hopping of the system among
energetically degenerate metastable states with different
structural configurations [54] and can occur on very
different timescales from the kinetics, as was observed

for other domain-forming condensed matter systems
[55–59]. Such spatial rearrangements usually occur within
the coherence length, i.e., the scale at which the BM/PV
phase remains ordered, here estimated by the full-width-
half-maximum of the Bragg peak. In this Letter, the
fluctuation dynamics, as characterized by the temporal
decorrelation of coherently scattered intensities, were
measured with XPCS and analyzed using the two-time
correlation function (Supplemental Material [24], Figs. S2
and S3). As depicted in Fig. 3(a) for SrCoOx=SrTiO3, the
environment was switched from N2 to O2 at time zero, here
for a temperature of 603 K. Prior to the switch at time zero,
the correlation remains high, which suggests that the spatial
configuration of the BM phase is static in the absence of the
PV phase, and the dynamics that occur after time zero
mainly arise from fluctuations of the phase boundaries
between the BM and the PV phases. This can be more
easily seen by the horizontal cuts, A, B, and C, presented as
a function of logarithmic time in Fig. 3(b). Here, the dashed
horizontal line (black) corresponds to half of the maximum
correlation, with the intersection between the line and the
experimental data yielding τC, a characteristic time repre-
senting the timescale of the phase fluctuations dependent
on both phase propagation at longer time scales and phase
fluctuations at shorter timescales. While Fig. 2 provides
information on the kinetics of the phase transition as well as
changes to the oxidation state, the behavior of two-time
correlation function provides information on fluctuations in
the spatial configuration of the coexisting and competing
phases. As shown at the bottom of Fig. 3(c), when at
184 sec into the transformation (point A), the majority of
the film is still in the BM phase and configurations
measured every 30 sec apart are very similar, as indicated
by the high correlation at the first point of horizontal cut A
in Fig. 3(b) and the color scale in Fig. 3(a). In addition, as
shown in Fig. 2(e), the transformation is one-dimensional,
with the new PV phase (orange) growing at the expense of
the BM phase (violet). As the PV phase continues to
propagate from the top surface of the sample into the film,
fluctuations at the heterointerface accelerate with time,
accompanied by the decrease of the correlation length of
the BM phase, LBM. The large spatial variation of the
BM-PV boundaries at shorter timescales is predominantly
caused by fluctuations at the BM-PV boundaries rather
than phase propagation and indicate that local regions vary
rapidly between the BM and PV phases as a result of
oxygen ion diffusion. Similar trends were observed at all
temperatures considered in the Letter (Fig. S3 [24]). At
longer timescales (∼1000 sec), the configurations are
completely decorrelated, suggested by the fact that the
correlation falls to 0 in regions sufficiently far from the
diagonal. The two-time correlation map thus shows that
regions close to the interfacial front switch back and forth
between the PV and BM phases, with the configuration of
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the PV phase within the BM matrix fluctuating much more
slowly when the volume fraction of PV is small.
Additional insight regarding the PV/BM phase transition

can be gained from numerical analysis of the correlation
functions. First of all, the correlation function can be very
well described using a compressed exponential function
g2 ¼ g2;0 exp½−2ðτ=τ0Þβ� þ g2;∞ with β ¼ 1.5, which is
usually associated with jamming, i.e., the collective micro-
scopic motion observed during the relaxation of spatially
heterogeneous stress [60], as seen in various “hard” and
“soft” condensed matter systems [54,61,62]. Jamming
during oxidation likely arises from the well-known con-
strained 1D motion of oxygen ions [63,64]. Second, the
highest correlation time that can be observed within the
time resolution of the experimental method (30 sec)
decreases from stage A to stage C [Fig. 3(c)], indicating
that there is likely much faster dynamics with timescales
well beyond our measurement [dotted curves in Fig. 3(b)].
In the near future, it will be possible to capture the rapid
fluctuations of BM/PV phases as enabled by high-frame-
rate, single photon counting x-ray detectors [65,66] and the
vast increase in coherent flux available at fourth generation
synchrotrons [61,67,68].
Figure 3(d) shows the two-time correlation coefficient

during the reduction process at 603 K. Note that time zero
corresponds to the moment when the atmosphere is
switched from O2 to N2; there is no intensity at the 00 1

2
until roughly 600 sec after the N2 switch. As seen in
Fig. 3(d), the fluctuational dynamics accelerates and LBM
increases as the reduction process progresses. A similar
trend was observed for all temperatures considered in

this Letter (Fig. S4 [24]). From the Avrami analysis
described above, the PV to BM transformation is more
three-dimensional, as depicted in Fig. 3(f). The increase in
decorrelation time τC with growth of the BM phase is
consistentwith “aging” of the fluctuations of the BMgrowth
front, which has been observed to occur during phase
formation in many other solid condensed matter systems
including binary alloys, metallic glasses, and charge density
wave domains [69–71]. An important consequence of aging
is the partial correlation of the BM phase front over longer
temporal separations, as indicated by the rise of the corre-
lation baseline at the end of the measurement. Surprisingly,
we find that β ¼ 1 in g2¼g2;0exp½−2ðτ=τ0Þβ�þg2;∞
[dashed curves in Fig. 3(e)], similar to the free diffusion
seen in the Brownian motion of nanoparticles instead of
β ¼ 1.5, which is typical for jammed states during aging and
in the oxidation process shown in Fig. 3(b). A possible
explanation is that the vacancies, once they are not trapped
to form short-ranged clusters, can diffuse freely in the 3D
oxygen network of the PV phase.
Another aspect of the dynamics during the reduction

process is the incubation time, which is also seen in
Fig. 2(b) where the oxygen-deficient PV phase starts to
arrange into the BM phase with ordered oxygen vacancies,
as suggested by the DFT calculations described in the
Supplemental Material [24]. These early BM phase struc-
tures then act as nucleation sites for 3D growth of the BM
phase as depicted in Fig. 3(f). An important implication of
the dynamics from XPCS is that due to the lack of phase
boundary fluctuations during reduction, regions with an
established BM phase will not go back to the PV phase.

(a) (c)

(b)

(d) (f)

(e)

(a) (c)

(b)

(d) (f)

(e)

FIG. 3. XPCS analysis of oxidation and reduction processes at 603 K. Two-time correlation maps are shown in (a) and (d) for
oxidation and reduction processes, respectively, where A, B, and C and A0, B0, C0 indicate three representative stages during the
oxidation and reduction processes, respectively. Note that the time scale in (d) begins at ∼900 s. 1D correlation plots of the three
representative stages are shown in (b) for oxidation and (e) for reduction. The black dashed lines are for visual identification of the
characteristic time τC for the phase fluctuation. Schematic illustrations of the topotactic transitions are shown in (c) for the BM to PV
phase and in (f) for the PV to BM phase.
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In other words, during the reduction process, oxygen ions
always move away from regions with established vacancy
ordered structures, and the motion of the BM-PV phase
boundary is driven predominantly by the propagation of
the BM phase: this is as if excessive oxygen in the PV
phase is “forced out” of the SrCoOx film by the formation
of the BM phase. This physical picture is also consistent
with the aging behavior at longer timescales as previously
discussed.
Although the dynamics of light ions such as oxygen are

difficult to track directly, the oxygen-deficient BM phase
is characterized by the unit cell doubling from ordered
oxygen vacancies, and the effect of oxygen diffusion is
therefore manifested by the change in the intensity of the
lattice half-order Bragg reflections. We have shown that
during oxidation, oxygen molecules break down into ions,
fill vacancies at the top of the brownmillerite phase, and
then diffuse into the bulk of the film. The oxygen-rich PV
phase propagates in a 1D, top-down manner, and there are
significant fluctuations at the BM-PV phase boundary due
to the diffusive nature of the oxygen dynamics. During
reduction, oxygen vacancies form inside the PV phase and
assemble into BM nuclei via the migration of vacancies into
an ordered arrangement. The BM phase then expands in a
3D manner, driving excess oxygen out of the film with
little fluctuation of the phase boundary in the process. The
framework presented in this Letter, namely, the dynamics
of light ions probed at signature Bragg reflections using
both in situ x-ray diffraction (i.e., a spatial average) and
coherent x-ray scattering (i.e., variation of the spatial
configuration), can be generally applied to analog, mem-
ristive synapses and other application-motivated ion-
insertion devices and systems such as lithium batteries,
fuel cells, and ionic liquid gating [72].
While the time resolution of the XPCS measurements

suffices for current Letter, the development of ultrafast
photon-counting pixel-array detectors [73,74] and the
100× increase in coherent flux from diffraction-limited
synchrotron storage rings and state-of-the-art fast photon-
counting pixel-array detectors will allow a wealth of new
opportunities with regard to in situ and operando mea-
surements. In addition to bringing improved time resolu-
tion, it is expected that the ability to perform XPCS will
become possible and perhaps regularly performed at many
experimental stations. This will facilitate studies of highly
local behavior such that the statistics of small systems can
be compared to those of the larger ensembles. Such
capabilities will undoubtably impact the field of complex
oxide heterostructures, particularly with regard to improved
defect manipulation by local fields and electrochemical
means.
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