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The development of high-resolution, large-baseline optical interferometers would revolutionize
astronomical imaging. However, classical techniques are hindered by physical limitations including loss,
noise, and the fact that the received light is generally quantum in nature. We show how to overcome these
issues using quantum communication techniques. We present a general framework for using quantum error
correction codes for protecting and imaging starlight received at distant telescope sites. In our scheme, the
quantum state of light is coherently captured into a nonradiative atomic state via stimulated Raman
adiabatic passage, which is then imprinted into a quantum error correction code. The code protects the
signal during subsequent potentially noisy operations necessary to extract the image parameters. We show
that even a small quantum error correction code can offer significant protection against noise. For large
codes, we find noise thresholds below which the information can be preserved. Our scheme represents an
application for near-term quantum devices that can increase imaging resolution beyond what is feasible
using classical techniques.
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The performance of an imaging system is limited by
diffraction: the resolution is proportional to its aperture and
inversely proportional to the wavelength λ. Together these
place a fundamental limit on how well one can image the
objects of interest. Typical techniques employed to enable
quantum sensing and quantum imaging to surpass classical
limits utilize entanglement [1,2], source engineering [3], or
squeezing [4] to suppress intensity fluctuations. These
techniques require manipulating the objects or illuminating
them with light that has special properties. However, often
it is the case, e.g., for astronomy, we cannot illuminate the
objects of interest. Rather, all we can do is analyze the light
that reaches us.
Several challenges hinder the progress in building large-

baseline optical interferometers, one of which is the
presence of noise and transmission loss that ultimately
limits the distance between telescope sites. Quantum
technologies can help bypass transmission losses: using
quantum memories and entanglement, we can replace the
direct optical links, allowing us to go to large distances. In
the most direct approach [5], we could store the signal into
atomic states and perform operations to extract the infor-
mation; however, such states are sensitive to optical decay
and other decoherences. One way to combat noise is to
employ quantum error correction (QEC). QEC has been
predominantly studied in the context of quantum compu-
tation [6] and specialized sensing protocols [7–16].
In this Letter, we produce a general framework for using

QEC codes to protect the information in the received light.
This is the first time that QEC has been applied to a

quantum parameter estimation task where the probe state
need not be prepared by the experimenter. We eliminate
optical decay in quantum memories by coupling light into
nonradiative atomic qubit states via the well-developed
process known as stimulated Raman adiabatic passage
(STIRAP) [17]. Our scheme can also accommodate for
multiphoton events. Two general proof-of-principle results
[5,18] have investigated the potential for entanglement-
aided imaging, when the quantum memories and sub-
sequent operations are ideal. Here, we take into account
noise sources and propose a robust encoding of the signal
into quantum memories. Any imaging task can be trans-
lated into a parameter estimation task, where the quantity of
interest is the quantum Fisher information (QFI). We show
that even a small QEC code can offer significant protection
against noise which degrades resolution.
The protocol.—We show an overview of our protocol in

Fig. 1. Consider a two-site scenario (Alice and Bob), each
holding a telescope station and they are separated by large
distances. The layer of quantum technology is schemati-
cally shown in panel (i), where light from astronomical
sources is collected: Alice and Bob share predistributed
entanglement, and the sites each contain quantum memo-
ries into which the light is captured. This becomes the
encoder operation in (ii): they each prepare (locally) their
set of qubits into some QEC code. The received state ρ⋆ is
imprinted onto the code via an encoder, resulting in the
logical state ρAB shared between Alice and Bob. The state is
thus protected from subsequent noisy operations. Panel (iii)
shows the circuit of the encoder.

PHYSICAL REVIEW LETTERS 129, 210502 (2022)

0031-9007=22=129(21)=210502(6) 210502-1 © 2022 American Physical Society

https://orcid.org/0000-0002-6529-8691
https://orcid.org/0000-0002-6019-966X
https://orcid.org/0000-0003-1115-0074
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.129.210502&domain=pdf&date_stamp=2022-11-16
https://doi.org/10.1103/PhysRevLett.129.210502
https://doi.org/10.1103/PhysRevLett.129.210502
https://doi.org/10.1103/PhysRevLett.129.210502
https://doi.org/10.1103/PhysRevLett.129.210502


In the “encoder” stage, we need to capture the signal into
the quantum memories, which involves a light-matter
interaction Hamiltonian. In the naive approach, we could
use two-level atoms with ground-excited state encoding,
jgi, jei, where the energy difference corresponds to that of
the photon. If we were to place such an ensemble of excited
atoms in a cavity, the atoms will undergo optical decay that
can introduce errors or take the state outside the code space.
To circumvent this, we use STIRAP which allows us to
coherently couple the incoming light into a nonradiative
state of an atom. Unlike the naive approach, we do not need
to match the frequency of the signal with the atomic
transition, providing more bandwidth and flexibility. The
state is then imprinted onto a QEC code.
The model.—We model the incoming signal as a weak

thermal state [19] that has been multiplexed into frequency
bands narrow enough for interferometry. First, consider the
case where at most a single photon arrives on the two sites
(ϵ ≪ 1). For higher photon numbers see Supplemental
Material [20]. We can describe the optical state by the
density matrix

ρ⋆ ≈ ð1 − ϵÞjvac; vacihvac; vacjAB
þ ϵ

�
1þ γ

2

�
jψϕ

þihψϕ
þj þ ϵ

�
1 − γ

2

�
jψϕ

−ihψϕ
−j; ð1Þ

where jψϕ
�i ¼ ðj1piAjvaciB � eiϕjvaciAj1piBÞ=

ffiffiffi
2

p
. Here,

the subscript p denotes a photon Fock state of the
corresponding photon number.
The parameters of interest are ϕ and γ, where ϕ ∈ ½0; 2πÞ

is related to the location of the sources, and γ ∈ ½0; 1� is
proportional to the Fourier transform of the intensity
distribution via the van Cittert-Zernike theorem [19].
Optimally estimating ϕ and γ provides complete informa-
tion of the source distribution [39]. See Supplemental

Material [20] for a review of the QFI [40–48]. Here, we
consider a two-mode state for simplicity; this easily extends
to multimode, broadband operation by incorporating the
time and frequency-multiplexed encoding [5,49]. Our
entanglement cost is the same as those in Refs. [5,49] if
we use their efficient time-bin encoding. Memoryless
schemes similar to Ref. [18] have an entanglement cost
scaling as 1=ϵ, whereas ours and those of Refs. [5,49] scale
as logð1=ϵÞ.
The novel steps introduced in this Letter include

(1) transferring the stellar photon modes to atomic states
via the STIRAP method, (2) the Bell measurement that
encodes the stellar photon into a QEC code, and (3) the
quantitative advantage afforded by QEC.
Stimulated Raman adiabatic passage.—STIRAP is

inherently robust to parameter errors and resilient to certain
types of noise, emerging as a popular tool in quantum
information. It is immune to loss through spontaneous
emission, and robust against small variations of experi-
mental conditions, e.g., laser intensity and pulse timing
[17]. It allows the complete transfer of population along a
three-level chain j0iR → jei → j1iR [Fig. 2(b)] from an
initially populated state j0Ri to a target state j1iR via a light-
matter interaction Hamiltonian. We depict our setup in
Fig. 2: (a) inside a cavity, we use three systems. We denote
the blue array as the register. The blue array is initialized in
a code space of a QEC code encoding a single logical qubit,
spanned by its logical codewords j0Li and j1Li. We also
need ancilla qubit 1 (green atom with gradient fill), and
ancilla atom 2 (red atom with check pattern). Note the three
types of matter qubits could consist of different electronic
sublevels of the same species of atom if desired.
Panel (b) depicts the energy levels of ancilla atom 2. This

atom has three energy levels: the excited state jei, and two
ground states, j0iR and j1iR that we have assumed
degenerate, though this is not essential. The energy
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FIG. 1. Overview of our protocol. (i) Light at wavelength λ is collected at two sites (Alice and Bob) separated by distance D, each
holding quantum memories and sharing Bell pairs. (ii) A general framework for the process of encoding, error correction, and measuring
the signal. The starlight ρ⋆ is input into the encoder, which outputs a logical state of a quantum code. The memory qubits and subsequent
operations are potentially noisy as modeled by local channels E. Any correctible error is detected by syndrome measurements and the
final step is a local Clifford measurement M, which depends on the error syndromes, and extracts the parameters of interest from the
state. (iii) A detailed schematic showing how to encode the starlight into a logical state. The green dashed line denotes the spatial
separation between Alice and Bob. Um are Pauli corrections depending on the outcome of local Bell measurements. Pa is a parity
measurement to project out the vacuum component (and multiphoton contributions) and is the only part that uses nonlocal resources.
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difference between j0iR and jei is ω0. Ancilla atom 2 is
optically trapped. The cavity coupling between j0iR and jei
is denoted g, which is a fixed parameter that depends on the
properties of the atom and the cavity; the time-dependent
Rabi frequency on the transition j1iR to jei is denotedΩðtÞ.
The parameter ΩðtÞ is tunable via changing the intensity of
another laser, which has frequency ωL, and has detuning Δ
from ω0.
Defining n to be the number of photons in the cavity, the

STIRAP Hamiltonian is

HSTIRAPðtÞ ¼ ω0jeihej þ ωca†a

þ ΩðtÞe−iωLtjeih1jR þ ΩðtÞ�eiωLtj1iRhej
þ gaj0iRhej þ g�a†jeih0jR: ð2Þ

In the rotating wave approximation, in the basis fj1R;
n − 1i; je; n − 1i; j0R; nig, the interaction Hamiltonian can
be written as a direct sum,

HIðtÞ ¼⨁
n
HðnÞðtÞ; HðnÞðtÞ ¼

0
B@

0 ΩðtÞ� 0

ΩðtÞ −Δ g
ffiffiffi
n

p

0 g�
ffiffiffi
n

p
0

1
CA:

ð3Þ

Here, Δ ¼ ωL − ω0 is the energy difference between
the laser and the transition energy and itself can be a
function of time. One of the eigenstates of HðnÞðtÞ has a
zero eigenvalue, HðnÞðtÞjψ0ðtÞi ¼ 0, where jψ0ðtÞi ¼
cð−rðtÞj1iRjn − 1i þ j0iRjniÞ, rðtÞ ¼ ½g ffiffiffi

n
p

=ΩðtÞ�, and c
is a normalization factor.
If jΩðt ¼ 0Þj ≫ jgj, then jψ0ðtÞi ≈ j0iR, i.e., j0iR is the

zero eigenstate of HIðtÞ. In our protocol, we initialize the
atomic state as j0iR, then we adiabatically tune down jΩðtÞj
such that at the end of the interaction (t ¼ T), jΩðTÞj ≪ jgj.
At this point, the zero eigenstate jψ0ðTÞi ≈ j1iR. That is,
we have made a controlled spin population transfer from
j0iR to j1iR depending on the presence of the photon. If the
photon is absent, j0iRjvaci stays as j0iRjvaci.

The joint state of the atom-photon evolves as ρðTÞ ¼
UIðTÞρð0ÞU†

I ðTÞ, UIðTÞ ¼ T fR T
0 expð−iHItÞdtg, where

T f·g is the time-ordering operator. Since we stay in the
0 eigenvalue of HðtÞ for all time there is no dynamical
phase accumulated. This is what makes STIRAP robust
against timing errors. In Supplemental Material [20], we
discuss STIRAP in greater detail and show an explicit pulse
that can complete the transfer while minimally populating
jeihej (see also Refs. [50–59]).
The encoder.—Suppose we now prepare the register and

the green ancilla (here the subscriptG denotes green) in the
Bell state

jΦ0i ¼
1ffiffiffi
2

p ðj0Lij0Gi þ j1Lij1GiÞ: ð4Þ

Now, the red ancilla is initially prepared in state j0iR, so our
setup is in state jΨ0i ¼ jΦ0i ⊗ j0iR. Suppose Alice and
Bob each have a copy of jΨ0i, and they perform STIRAP
individually [Fig. 1(iii)]. They share a single photon from
the star ð1= ffiffiffi

2
p Þðj1piAjvaciB � eiϕjvaciAj1piBÞ. In the pre-

sence of the photon, the STIRAP interaction transforms
j0iR → j1iR, and the phase relationship in the photon is
preserved. This means that the state of the red ancillae (on
Alice and Bob’s sites) is now

1ffiffiffi
2

p ðj1R; 0RiAB � eiϕj0R; 1RiABÞ: ð5Þ

Performing a Bell measurement on the red and green
ancillae teleports the state onto the registers. After the
Pauli operator correction dependent on the measurement
outcome, the state of the registers between Alice and Bob
becomes an entangled state, and the entanglement arises
entirely from the starlight photon.
Since the starlight state is mixed, after the encoding, the

density matrix shared between Alice and Bob is

ρAB ≈ ð1 − ϵÞj0L0Lih0L0LjAB þ ϵ

�
1þ γ

2

�
jψϕ

þ;Lihψϕ
þ;Lj

þ ϵ

�
1 − γ

2

�
jψϕ

−;Lihψϕ
−;Lj þOðϵ2Þ; ð6Þ

where jψϕ
�;Li ¼ ðj0L; 1Li � eiϕj1L; 0LiÞ=

ffiffiffi
2

p
.

The states jψϕ
�;Li are orthogonal to j0L0Li and j1L1Li,

and therefore can be distinguished via a parity measure-
ment [5]. We can introduce additional preshared logical
Bell pairs jΦ�i ¼ ðj0L; 0Li � j1L; 1LiÞ=

ffiffiffi
2

p
, which can be

prepared by injecting a two-qubit Bell pair into Alice and
Bob’s QEC code by state injection [60]. The quality of the
logical Bell pairs can be guaranteed by using distillation
protocols [38]. Introducing additional preshared logical
Bell pairs jΦ�i ¼ ðj0L; 0Li � j1L; 1LiÞ=

ffiffiffi
2

p
, logical CZ

ancilla 1
(G)

ca
vi

ty
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ancilla 2
(R)

register

FIG. 2. Cavity-assisted coherent single-photon transfer. (a) A
system of qubits has logical states j0Li, j1Li; ancillary qu-
bit 1 is initially prepared into a Bell state with the register,
1=

ffiffiffi
2

p ðj0L0Gi þ j1L1GiÞ; ancilla 2 is used in the STIRAP inter-
action to interact with the star photon. (b) Energy levels the
ancilla atom 2 used for the STIRAP interaction.
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gates between the memory qubits in ρAB and jΦþi can
project out the vacuum:

ρAB ⊗ jΦþi⟶2×CZj0L; 0Lih0L; 0LjAB ⊗ jΦþihΦþj

þ ϵ

�
1þ γ

2

�
jψϕ

þ;Lihψϕ
þ;Lj ⊗ jΦ−ihΦ−j

þ ϵ

�
1 − γ

2

�
jψϕ

−;Lihψϕ
−;Lj ⊗ jΦ−ihΦ−j: ð7Þ

It suffices for Alice and Bob to perform local measure-
ments to determine if the logical Bell pair is jΦþi or jΦ−i.
For instance, Alice and Bob would both measure in the
eigenbasis of the logical X operator, and accept only the
odd parity outcome. This odd parity outcome corres-
ponds to a projection onto the state jΦ−i, which reveals
that a star photon has been captured. This method extends
to accommodate multiple photon events (Supplemental
Material [20]).
After projecting out the vacuum, we can use local mea-

surements to extract ϕ and γ. The QFI for ϕ is γ2ϵ, and the
QFI for γ is ϵ=ð1 − γ2Þ. Local measurements are sufficient
to saturate the quantum Cramer-Rao bound: indeed, projec-
ting onto ð1= ffiffiffi

2
p Þðj0Li�eiαj1LiÞA⊗ ð1= ffiffiffi

2
p Þðj0Li�j1LiÞB

is optimal, where α is an adjustable phase. Note that
γ and ϕ cannot be optimally simultaneously estimated
(Supplemental Material [20]). If we want to avoid applying
a logical phase gate, we could robustly do this using
geometric phases during the STIRAP stage. By changing
the relative phase of the pump pulse ΩðtÞ and the single
atom coupling g dynamically during the sequence, a
geometric phase will accumulate depending on the path
in parameter space [61].
Quantum error correction.—After STIRAP and the

parity measurement, Alice and Bob share the quantum
state ρ0AB in Eq. (6), which is entangled over 2n qubits (they
each hold n). We can calculate the QFI of ρ0AB with respect
to the signal that has been encoded with QEC. For an
½½n; k; d�� code, n is the number of physical qubits, k is the
number of logical qubits encoded, and d is the distance.
The distance is the minimum number of physical errors
it takes to change one logical codeword into another.
Any QEC code with distance d can correct up to t ¼
bðd − 1Þ=2c errors [62], b·c indicates the floor function.
The choice of QEC depends on the number of available

qubits and the noise model. We illustrate how our QEC
scheme performs when a dephasing channel (see
Supplemental Material [20] for depolarizing) afflicts each
qubit. If n is small, the exact QFI can be calculated. We
describe the dephasing channel as

Edephase½ρ� → ð1 − pÞρþ pσzρσ
†
z ; ð8Þ

where σz is the phase-flip operator. Here, p ¼ 1=2 corre-
sponds to the completely dephasing channel.
In Fig. 3 we show the QFI of ϕ per photon as a function

p. In most physical systems, dephasing is the dominant
noise type. The unprotected case which does not use QEC
codes has a QFI of ð1 − 2pÞ4, which drops off quickly even
when p is small. A simple quantum repetition code
provides a significant advantage over the unprotected
case for all values of dephasing. The logical states of
the repetition codes are j0Li ¼ jþi⊗n and j1i ¼ j−i⊗n,
j�i ¼ ðj0i þ j1iÞ= ffiffiffi

2
p

; and as n increases, the state
becomes more resilient. In the limit of large n, the curve
will approach a step function where the QFI is preserved up
to p < 0.5. This is evident from the Chernoff bound
(below) because the phase-flip distance of the repetition
code is n.
In Fig. 4 we show the QFI of γ per photon. Note γ is a

parameter associated with a nonunitary process, and
behaves differently from ϕ: the QFI can be preserved
despite more than ðd − 1Þ=2 errors occurring. Surprisingly,
if ϕ ¼ 0, the repetition code preserves its QFI perfectly.
There are two cases leading to this phenomenon: if there are
less than n phase errors, the state is put onto a correctable

FIG. 3. For γ ¼ 1, the QFI for ϕ for the dephasing channel,
when we use no encoding (red dot-dashed line); the three-
repetition code (blue dashed line); and the four-repetition code
(teal solid line).

FIG. 4. For γ ¼ 0.95, the QFI for γ of the dephasing channel,
when no encoding is used (red dot-dashed line), and the three-
repetition code, when ϕ ¼ 0 (blue dashed line), and when ϕ ¼
π=8 (green solid line).
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subspace, and the corresponding normalized state has the
same QFI as the original. When 2n phase-flip errors occur,
the logical states ðj0Lij1Li � j1Lij0LiÞ=

ffiffiffi
2

p
are eigenvec-

tors of these errors with eigenvalues �1: the state is
invariant under the noise channel.
To understand the behavior of large quantum codes,

now let us consider any noise model that introduces error
on each qubit independently with probability p. Let ϵfail
denote the probability of having an uncorrectable error,
where ϵfail is at most the probability of having at least d=2
errors. Using the Chernoff-Hoeffding bound for Bernoulli
random variables [63], whenever p < d=ð2nÞ, we have
[64,65]

ϵfail ≤ e−Dðpkd=2nÞn; ð9Þ

where DðxkyÞ ¼ x lnðx=yÞ þ ð1 − xÞ ln½ð1 − xÞ=ð1 − yÞ�
denotes the Kullback-Leibler divergence. Note that ϵfail
vanishes exponentially in n for small enough p. For large
QEC codes, d=ð2nÞ asymptotes to a positive constant. By
the quantum Gilbert-Varshamov bound [66–69], we know
that if we use random QEC codes, we can have d=n
approaching 0.1893 for large n. Hence, for our scheme,
such QEC codes can tolerate noise afflicting up to 9.4% of
the qubits while preserving the QFI. See Supplemental
Material [20] for further discussions.
Discussions and conclusions.—We have proposed a

general framework for applying QEC to an imaging task,
where the experimenter did not prepare the probe.
Although we cannot illuminate our objects for astronomical
imaging, we can nonetheless perform superresolution
imaging beyond the diffraction limit [44,70–72]. From
this perspective, our Letter complements the active research
area of superresolution imaging [70,73–80].
We have entered the stage where tens—soon hundreds—

of qubits are becoming available. Much effort has focused
on using noisy intermediate-scale quantum (NISQ) [81]
devices to demonstrate capabilities that surpass classical
computers. We have proposed an application for a NISQ
device for imaging. For the dominant noise type—
dephasing—we show that a significant advantage can be
gained even with a simple repetition code, and we can
tolerate error rates up to 50%. For noise types (even
adversarial) that corrupt up to a certain fraction of the
qubits we find the threshold of 9.4% for which the QFI can
be preserved. This threshold is significantly less stringent
than that required for quantum computation.
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