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We report enhanced interlayer tunneling with reduced linewidth at zero interlayer bias in a twist-
controlled double monolayer graphene heterostructure in the quantum Hall regime, when the top (νT ) and
bottom (νB) layer filling factors are near νT ¼ �1=2;�3=2 and νB ¼ �1=2;�3=2, and the total filling
factor ν ¼ �1 or �3. The zero-bias interlayer conductance peaks are stable against variations of layer
filling factor, and signal the emergence of interlayer phase coherence. Our results highlight twist control as
a key attribute in revealing interlayer coherence using tunneling.
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In closely spaced double layer systems placed in the
quantum Hall regime, the interlayer and intralayer inter-
actions lead to ground states not present in single layers,
including even denominator fractional quantum Hall states
(QHSs) at total Landau level (LL) filling ν ¼ 1=2 and 1=4
[1–4], as well as ν ¼ 1 states that are interlayer electron-
hole pair condensates [5] with enhanced interlayer coher-
ence. Experimental evidence for this phenomenon in GaAs
double layers includes Josephson-like interlayer tunneling
[6–8], counterflow with near zero dissipation [9–12], and
Andreev reflection [13]. In graphene double layers, quan-
tized Hall drag [14] and counterflow [15] measurements
have provided evidence of particle-hole pairing at total
filling factor ν ¼ 1 and ν ¼ 3. Here, we investigate
interlayer tunneling in a twist-controlled double monolayer
graphene heterostructure, where tunneling in the quantum
Hall effect regime provides insight into interlayer phase
coherence. We observe enhanced interlayer tunneling at
zero interlayer bias at ν ¼ �1 and �3 that is immune to
changes in individual layer filling factors, a fingerprint of
nascent interlayer phase coherence.
Figure 1(a) shows a schematic of the twist-controlled

double monolayer graphene-hBN heterostructure, which
consists of two rotationally aligned and independently
contacted graphene monolayers separated by a d ¼ 2 nm
thick hBN tunnel barrier. Top and bottom hBN dielectrics
encapsulate the heterostructure [16], and top (VTG) and
bottom (VBG) graphite gate biases tune the layers densities.
The crystal axis alignment of the two graphene layers [17]
establishes energy and momentum conserving interlayer
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FIG. 1. (a) Schematic and (b) optical micrograph of a
graphene double layer. (c) Experimental and (d) calculated
gInt vs VInt and VBG at T ¼ 1.5 K for VTG ¼ −12 V. (e) Band
alignment of top (red) and bottom (blue) graphene for the
biasing points labeled in (c). The dashed lines indicate the layer
Fermi levels. (f) Experimental (line) and calculated (dots) gInt vs
VInt at VTG ¼ 12 and VBG ¼ 13.4 V.
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tunneling [18–21], which leads to interlayer voltage-current
characteristics with gate tunable negative differential re-
sistance (NDR), and provides sensitivity to interlayer phase
coherence. Multiple contacts to each graphene layer allow
four-point interlayer current (IInt) vs interlayer voltage
(VInt) measurements to decouple interlayer tunneling char-
acteristics from contact resistances. Figure 1(b) shows an
optical micrograph of the heterostructure.
Figure 1(c) shows the interlayer conductance gInt ¼

dIInt=dVInt vs VInt and VBG, measured at a top gate bias
of VTG ¼ −12 V, temperature T ¼ 1.5 K; VInt is applied
on the top layer, while the bottom layer is held at ground.
The data show resonant tunneling manifested by a gInt peak
and NDR, which evolve with VInt and VBG, and correspond
to the biasing condition where the layers energy bands are
aligned, indicating energy and momentum conserving
tunneling. We can explain the interlayer tunneling charac-
teristics using a single-particle model [21,22],

IInt ¼ −e
Z

∞

−∞
TðEÞ½fTðEÞ − fBðEÞ�dE; ð1Þ

where E is the energy, fT (fB) is the state occupancy in the
top (bottom) layer, and e the elementary charge. The
tunneling rate [TðEÞ] is given by

TðEÞ ¼ 2π

ℏ

X
k;s;s0

jtj2ATðk; EÞABðk; EÞ ð2Þ

where t is the interlayer coupling, and AT;Bðk; EÞ the
spectral density in the top and bottom layers is assumed to
be Lorentzian,

AT;Bðk; EÞ ¼
1

π

Γ
½E − ϵT;BðkÞ�2 þ Γ2

; ð3Þ

where ϵT;BðkÞ is the top, bottom graphene energy-momen-
tum dispersion, respectively, and Γ the quasiparticle state
energy broadening, assumed to be the same in both layers.
The top (bottom) graphene layer density nT (nB) is
calculated using the following set of equations:

VBGCBG þ CTGðVTG − VIntÞ

¼ eðnT þ nBÞ þ
μBCBG þ μTCTG

e
; ð4Þ

VTGCTG − VIntðCTG þ CIntÞ
¼ enT þ μT

e
ðCInt þ CTGÞ −

μB
e
CInt; ð5Þ

where CTG (CBG) is the top (bottom) gate capacitance, CInt
the interlayer capacitance, μT (μB) is the top (bottom) layer
chemical potential referenced to charge neutrality.
Figure 1(d) shows gInt calculated for the biasing con-

ditions of Fig. 1(c). An interlayer coupling of t ¼ 1.0 μeV

best fits the measurements. Figure 1(e) shows the calcu-
lated bands of the top and bottom graphene layers corre-
sponding to the regimes labeled in Fig. 1(c). At points (i)
and (ii) a peak in interlayer conductance occurs because
the energy bands are aligned. At points (iii) and (iv) the
bands are energetically misaligned, suppressing the inter-
layer tunneling. Figure 1(f) shows gInt vs VInt measured at
VTG and VBG values with the resonant peak at VInt ¼ 0 V.
A fit of the experimental data yields Γ ¼ 33 meV. The Γ
values increase slightly with the layer density (see Fig. S1
of Supplemental Material [23]). To assess the rotational
alignment between the two layers, we performed calcu-
lations similar to Fig. 1(d) data, but including a twist
between the two layers. A comparison with experimental
data indicate the alignment is within 0.2° (see Fig. S2 and
Fig. S3 of Supplemental Material [23]).
In a perpendicular magnetic field (B) the electrons

occupy LLs, with a fourfold, spin and valley degeneracy
in the absence of interactions [24,25]. In Fig. 2(a), we plot
gInt measured at VInt ¼ 0 V as a function of VTG and VBG at
B ¼ 14 T, and T ¼ 1.5 K (see Supplemental Material
Fig. S4 [23] for data measured at B ¼ 3 T). The data
show gInt oscillations vs VTG and VBG, associated with LLs
in both layers. To understand Fig. 2(a) data, we employ

(c)

(d)

(a)

(b)

FIG. 2. (a) gInt vs VTG and VBG measured at VInt ¼ 0 V,
B ¼ 14 T, and T ¼ 1.5 K. The dotted line marks theNT ¼ NB ¼
0 LL. (b) Calculated LL occupancy in each layer at B ¼ 14 T.
The integers mark the orbital LL indices. (c)–(d) gInt vs VTG and
VBG within the NT ¼ NB ¼ 0 sector, at B ¼ 12 T [panel (c)] and
B ¼ 14 T [panel (d)]. The gInt maxima are labeled by their layer
fillings ðνT; νBÞ.
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Eqs. (4)–(5) and μðNÞ ¼ sgnðNÞvF
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eℏBjNjp

, where N is
the highest occupied orbital LL index. Figure 2(b) shows
the LL filling factor νT (νB) in the top (bottom) layer,
and the top (bottom) layer orbital LL indices NTðNBÞ along
the nT ¼ nB diagonal. We determine CTG ¼ 88 nF=cm2,
CBG ¼ 78 nF=cm2, and CInt ¼ 1.5 μF=cm2. The model
accurately captures the experimental gInt oscillations, with
minima at νT;B ¼ � � � ;−10;−6;−2; 2; 6; 10;…, consistent
with a single-particle picture where gInt minima (maxima)
occur under full (partial) orbital LL fillings due to the
availability of extended states.
In Figs. 2(c) and 2(d), we highlight gInt as a function of

VTG and VBG with VInt ¼ 0 and T ¼ 1.5 K, inside the
NT ¼ NB ¼ 0 sector for B ¼ 12 and B ¼ 14 T, respec-
tively. Along the nT ¼ nB diagonal we observe clear gInt
maxima at ðνT; νBÞ ¼ ð�3=2;�3=2Þ and ð�1=2;�1=2Þ,
where both the top and bottom filling factors νT and νB are
equal half-integers. The states ðνT; νBÞ ¼ ð�3=2;�3=2Þ
correspond to a total filling factor of ν ¼ νT þ νB ¼ �3,
and ðνT; νBÞ ¼ ð�1=2;�1=2Þ correspond to ν ¼ �1. In
addition, we observe gInt maxima at ðνT; νBÞ ¼ ð�3=2;
∓ 1=2Þ and ð�1=2;∓ 3=2Þ, corresponding to the imbal-
anced state at ν ¼ �1. No peaks are observed at ðνT; νBÞ ¼
ð�3=2;�1=2Þ or ð�1=2;�3=2Þ. Figures 2(c) and 2(d) data
depart markedly from observations made in jNj > 0 LLs,
where no gInt peaks are observed when the layers are at half
LL filling factors.

A mechanism that leads to enhanced gInt values is the
formation of interlayer phase coherent QHSs. Indeed, at
B ¼ 14 T the effective layer separation d=lB ¼ 0.29 is
sufficiently small that inter- and intralayer interaction
become comparable; lB ¼ ffiffiffiffiffiffiffiffiffiffiffi

ℏ=eB
p

is the magnetic length.
These conditions are expected to lead to phase coherence
between electrons in different layers, which manifests in
the case of short range order [26–28] as an enhanced
Josephson-like interlayer tunneling [6–8].
To shed light on the mechanisms leading to enhanced

tunneling at many half-integer layer fillings in Fig. 3(a) we
plot gInt vs VInt, when we concomitantly vary νT and νB
by equal amounts ΔνT ¼ ΔνB away from ðνT; νBÞ ¼
ð3=2; 3=2Þ. The inset shows gInt vs VInt when ΔνT ¼
ΔνB ¼ 0 (black), and gInt vs interlayer electrostatic poten-
tial difference at B ¼ 0 T (red), illustrating a much sharper
zero-bias gInt peak at B ¼ 14 T compared to the B ¼ 0 T
data. A similar dataset measured for ðνT; νBÞ ¼
ð3=2;−1=2Þ is shown in Fig. 3(b). Figures 3(c) and 3(d)
show gInt vs VInt and ΔνT ¼ −ΔνB corresponding to
ðνT; νBÞ ¼ ð3=2; 3=2Þ and ðνT; νBÞ ¼ ð3=2;−1=2Þ, respec-
tively. Interestingly, for both ðνT; νBÞ ¼ ð3=2; 3=2Þ and
ð3=2;−1=2Þ, corresponding to ν ¼ 3 and ν ¼ 1, gInt peaks
are observed at VInt ¼ 0 with widths significantly smaller
compared to the B ¼ 0 T resonances [see, e.g., Fig. 1(f)].
The gInt peak positions are stable at VInt ¼ 0 V, and do not

(a)

(c)

(e)

(f)(d)

(b)

FIG. 3. (a)–(b) gInt vs VInt and ΔνT ¼ ΔνB measured at B ¼ 14 T and T ¼ 1.5 K for (a) ðνT; νBÞ ¼ ð3=2; 3=2Þ, and
(b) ðνT; νBÞ ¼ ð3=2;−1=2Þ. The insets show gInt vs VInt for ΔνT ¼ ΔνB ¼ 0 at B ¼ 14 T (black) and gInt vs interlayer electrostatic
potential difference at B ¼ 0 T (red). (c)–(d) gInt vs VInt and ΔνT ¼ −ΔνB measured at B ¼ 14 T and T ¼ 1.5 K for
(c) ðνT; νBÞ ¼ ð3=2; 3=2Þ, and (d) ðνT; νBÞ ¼ ð3=2;−1=2Þ. (e)–(f) gInt vs VInt at select ΔνT ¼ −ΔνB for (e) ðνT; νBÞ ¼ ð3=2;−1=2Þ
and (f) ðνT ; νBÞ ¼ ð8; 8Þ. The traces are offset for clarity. The dashed lines mark gInt ¼ 0.
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respond to layer filling factor variations. In contrast, the
conductance in a noninteracting electron picture is propor-
tional to an integral over energy of the layers density-
of-states (DOS) product evaluated at E in one layer and
Eþ eVInt in the other layer. This picture predicts zero-bias
gInt peaks only when the DOS is maximized at the Fermi
level in both layers, a property that cannot be maintained
over finite ranges of layer filling factors. Indeed, calcu-
lations of gInt vs VInt and ΔνT ¼ −ΔνB using a single-
particle interlayer tunneling model for half-filled Landau
levels (see Supplemental Material Fig. S5 [23]) show a
gInt peak that evolves with VInt, in clear contrast to
Figs. 3(a)–3(d) data.
The zero-bias gInt peaks demonstrate the emergence of

phase coherence between the two graphene monolayers at
ν ¼ 1 and ν ¼ 3, where electrons occupy a coherent
superposition of states in both layers. We contrast the
zero-bias gInt peaks observed at ν ¼ 1 and ν ¼ 3 with
measurements at νT ¼ νB ¼ 8 in the half-filled N ¼ 2
sector. Figures 3(e) and 3(f) compare gInt vs VInt andΔνT ¼
−ΔνB for ðνT; νBÞ ¼ ð3=2;−1=2Þ and (8,8), respectively.
For the ðνT; νBÞ ¼ ð8; 8Þ case we observe gInt minima at
VInt ¼ 0, as a opposed to a peak, consistent with a
tunneling gap at the Fermi level, similar to the suppression
of tunneling between two half-filled uncorrelated LLs
[29,30]. We observe similar gInt minima at VInt ¼ 0 at
other half-filled LLs outside the N ¼ 0 sector, suggesting
that interlayer phase coherence is present at ν ¼ �1 and
ν ¼ �3, but not elsewhere.
The temperature dependence of the gInt vs VInt zero-bias

peak present at ðνT;νBÞ¼ð3=2;−1=2Þ is shown in Fig. 4(a).
The zero-bias gInt peak for ðνT; νBÞ ¼ ð3=2;−1=2Þ
decreases as T is increased. A similar decrease in gInt peak
height as temperature is increased is observed at other ν ¼
�1 and�3 states (see Supplemental Material Fig. S6 [23]).
At T ¼ 30 K, the interlayer conductance at VInt ¼ 0 with
the background tunneling removed (ΔgInt) vanishes, signa-
ling the interlayer phase coherence is no longer present.
The T dependence of gInt is particularly interesting for
ðνT; νBÞ ¼ ð3=2;−1=2Þ, since the height of the zero-bias
gInt peak drops sharply with increasing temperature. In
contrast, the gInt side-peak at VInt ≠ 0 remains present and
broadens noticeably with increasing temperature, which
suggests the zero-bias peak is driven by interlayer phase
coherence in the many-body ground state, whereas the side
peak is not. Figure 4(b) shows the B dependence of the gInt
vs VInt at ðνT; νBÞ ¼ ð3=2;−1=2Þ. Reducing B from 14 to
4 T corresponds to varying d=lB from 0.29 to 0.16, which
renders the double layer more interacting. However, the
zero-bias gInt peak for ðνT; νBÞ ¼ ð3=2;−1=2Þ decreases as
B is decreased, and is extinguished at B ¼ 6 T, likely
because of static disorder.
Order in the interlayer electron-hole pair amplitude can

be viewed as layer pseudospin (m⃗) ferromagnetism with
order in the x̂ − ŷ plane. The layers’ chemical potential

difference is then ∝ mz, where mz is the pseudospin
component along the z axis. According to the layer
ferromagnet Landau-Lifshitz equations, it follows that
nonequilibrium steady states with a fixed bias voltage
are unstable to states with oscillatory collective dynamics.
The enhanced tunneling seen experimentally in semicon-
ductor quantum wells [6–8] have been consistently inter-
preted as evidence for states with nascent order that has
finite temporal and/or spatial range [26–28]. The conduct-
ance due to enhanced short-range interlayer coherence is
always peaked at zero bias, in contrast to single-particle
resonant conductance peaks.
Because interlayer coherence is observed for νT ¼ νB

and νT − νB ¼ �2, two types of paired states can be
pictured [Fig. 4(c)]. We assume that valley and spin
degeneracy in the N ¼ 0 LL is lifted such that the valley
splitting (ΔV) dominates over the Zeeman effect (ΔZ)
leading to a valley polarized ν ¼ 0 QHS in each layer
[31]. The observation of interlayer coherence at both νT ¼
νB and νT − νB ¼ �2 is consistent with spin conservation
in interlayer tunnneling. The absence of tunneling at
νT − νB ¼ �1, 3 is expected since single-particle spin-flip
tunneling is expected to be extremely weak in graphene,
and does imply that interlayer coherence is absent in these
cases. If valley is also conserved in tunneling, the obser-
vation of interlayer coherence at νT − νB ¼ �2 implies that
the valley splitting in the N ¼ 0 LL does not lead toK and
K0 states associated with the two sublattices of monolayer
graphene, but rather a valley superposition [32,33].
Josephson-like interlayer tunneling associated with

coherence in interacting double layers require single-
particle tunneling because the critical current I0 ∝ t2

(a)

(c)

(b)

FIG. 4. (a) T dependence of gInt vs VInt at B ¼ 14 T, for
ðνT; νBÞ ¼ ð3=2;−1=2Þ. (b) B dependence of gInt vs VInt at
T ¼ 1.5 K, for ðνT ; νBÞ ¼ ð3=2;−1=2Þ. (c) Schematic of the
types of paired states observed.
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[26,28]. In twist-misaligned double layers single particle
tunneling is suppressed because of the momentum mis-
match between the band minima. The twist-aligned gra-
phene double layer sample design ensures that single
particle tunneling is not suppressed, and establishes
twist control as key to probing interlayer coherence by
identifying tunneling anomalies in double layers of two-
dimensional materials.
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