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Structural Measures as Guides to Ultrastable States in Overjammed Packings
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Jammed, disordered packings of given sets of particles possess a multitude of equilibrium states with
different mechanical properties. Identifying and constructing desired states, e.g., of superior stability, is a
complex task. Here, we show that in two-dimensional particle packings the energy of all metastable states
(inherent structures) is reliably classified by simple scalar measures of local steric packing. These structural
measures are insensitive to the particle interaction potential and so robust that they can be used to guide a
modified swap algorithm that anneals polydisperse packings toward low-energy metastable states
exceptionally fast. The low-energy states are extraordinarily stable against applied shear, so that the
approach also efficiently identifies ultrastable packings.
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Modern materials science has developed and explored
materials with an unprecedented variety of properties and
applications. Much of this vast expansion of the field
concerns matter with nontrivial structure, such as metama-
terials, glasses, or amorphous solids. The building blocks of
these materials can range from atoms to the macroscopic, but
regardless of scale the mechanical behavior of interest stems
from the disordered arrangement of constituents.

Many modeling approaches to disordered matter
construct a mechanical energy functional based on primary
physical forces between the constituents, resulting in highly
complex, multidimensional energy landscapes, where even
the ground state is hard to determine or to merely prove to
exist [1]. Beyond the ground state, a huge number of local
minima are found (metastable states, MS), equivalently
called inherent structures in glasses and supercooled liquids
[2,3] [Fig. 1(a)]. The mechanical properties of MS can vary
significantly, often in correlation with the energy of the
state. Given the intricacies of the energy landscape, being
able to identify and construct MS with desired mechanical
properties (such as extraordinary stability) is a formidable
task of great current interest [4,5]. In the present Letter, we
will show that, in a large class of soft-disk packings,
(1) easily evaluated structural measures are strong indicators
of MS energy, (ii) low MS energy correlates strongly with
mechanical ultrastability, and (iii) using the structural
measures as a guide, an efficient algorithm is developed
that constructs such states of very low energy and very high
stability much faster than previous approaches.

Our current work on packings is inspired by previous
findings in two-dimensional (2D) domain systems
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(consisting of space-filling polygonal domains, such as
dry foams or confluent biological tissues). There, the
mechanical energy functional can be quantified by features
of the domain structure such as the distribution of the
shortest edges between the 2D domains [6] or the statistical
moments of the distributions of domain size and topology
[7]. For soft disk packings, we explore different measures
and their ability to predict mechanical energy: (1) mean
number of contacts z, the average over the number of
contacts z; for each particle [Fig. 1(b)]; (2) gap fraction ¢,,
from the sum of the disjoint areas not covered by
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FIG. 1. (a) Schematic energy landscape of disordered systems
and two example packing metastable states of high energy (left)
and low energy (right). Structural measures of metastable particle
configurations: (b) contact number (color coded); (c) gap space;
(d) radical tessellation to compute equivalent foam energy; and
(e) local steric angles for computation of the angle order
parameter.
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potentially overlapping disks [Fig. 1(c)]; (3) equivalent
foam energy €7, the normalized sum of the perimeters of
radical tessellation cells constructed around particle centers
and weighted by particle area [Fig. 1(d)], cf. [6,7]; (4) an
angle order parameter ® adapted from the literature on
glasses [8,9] [Fig. 1(e)] and defined in Eq. (1) below. This
last measure most explicitly captures the structural close-
ness of a given MS to a sterically optimal packing that
distinguishes high-energy MS from low-energy MS.

For every triplet of disks i, j, k in a packing that are
mutual neighbors by radical tessellation, 6;;; is the angle
between centroid connectors, while 6, o is the same angle
assuming perfect local steric packing [all three particles
touch, see Fig. 1(e)]. Averaging angular deviations over the
n; triplets involving particle i, then over all particles,
defines
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see Supplemental Material [10] for further details.

A host of studies has focused on particle systems at the
point of jamming [11-15], where analogies to critical
phenomena are apparent [16—18]. When hard particles
assemble or aggregate, they are usually trapped in states
very close to that of critical jamming at a volume fraction
¢ [12,19], whose exact value depends on protocol [20,21].
On the other hand, a system of soft particles can be
compressed significantly beyond ¢;. We investigate the
energy landscape in this overjammed case, using a repul-
sive harmonic particle model, cf. [22-25]. Constituent
particles are frictionless soft disks that interact if there is
physical contact between them. The dimensionless energy
functional of a system of N disks is
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where r;; is the distance between particle i and j and H(-) is
the Heaviside step function. The equilibrium distance o;; is
chosen consistent with the particle areas A; and equivalent
circle radii 6; = \/A;/x, ie., 0;;=0;+0c;. The area
fraction ¢ is set to 1 throughout, both for definiteness
and for a closer analog to domain systems, where ¢» = 1 by
definition. Limited results with 0.95 < ¢ < 1.1 have been
obtained and do not change the conclusions presented here.
For a given ¢, €, is the reference energy of a regular
hexagonal packing of monodisperse particles. We empha-
size that none of the following results are sensitive to
the particular potential (2), see Supplemental Material [10]
for example results using a repulsive Hertzian potential
instead.

To access a wide spectrum of disorder, initial disk
positions are generated from various point generation
schemes: perturbed lattice algorithm [26,27], hard-core
algorithm [28], and Lloyd algorithm [29]. Tuning control
parameters in each scheme constructs a multitude of initial
states with distinct positional disorder in a periodic sim-
ulation domain. Each initial configuration is annealed by
the FIRE algorithm [30], finding the nearest MS (minimum
of €,). In the following, we will first focus on monodisperse
packings, then on the polydisperse case.

Monodisperse structures have a known ground state, the
regular hexagonal packing. Simulations with different
initial positional disorder from regular hexagonal lattice
points to random Poisson points produce a complete range
of MS energies ¢, from O (ground state) to a well-defined
maximum, where higher-energy states become exponen-
tially rare [Figs. 2(b)-2(e)]; this range reduces only mildly
with increased system size (see Supplemental Material
[10]). The discontinuity between 0 and the first ¢, > 0 is a
finite-size effect, as the latter state is characterized by the
generation of the first dislocation defect pair. Each addi-
tional particle defect affects the four measures of MS
structure: a defect is by definition missing contacts, leads
to larger gap spaces, distorts the tessellation cell of the
affected particles, and makes larger contributions to ©.

While the most disordered initial conditions tend to relax
to the highest MS energies, even in those MS the majority
of particles are locally hexagonally coordinated, so that the
equilibrium density of topological defects is small, and
their types restricted to isolated dislocations, vacancy
defects, or scar defects [31], see Fig. 2(a). This is in stark
contrast to monodisperse domain systems, where the
highest-energy MS are thoroughly disordered, amorphous
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FIG. 2. (a) Example metastable states for the monodisperse

particle system, N = 400, metastable energy increases from left
to right. Each particle is color coded by contact number.
Structural measures correlating with MS energy: (b) contact
number, (c) gap space, (d) equivalent foam energy, and (e) angle
order parameter. Gray symbols are individual MS (n = 5000
samples), red symbols are binned mean and standard deviation.
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structures without any local hexagonal arrangement.
Accordingly, the range of equivalent foam energies €% in
the particle system [Fig. 2(d)] is about a factor of 6 smaller
than in the domain case [7]—the two cases are directly
comparable as the monodisperse particle ground state
directly translates via tessellation to the honeycomb ground
state of the domain system.

All four structural measures show a strong linear
correlation with MS energy, so that they can be used as
alternative indicators of energy. Interestingly, the correla-
tion of €, with €7 is poorer than with the other measures,
indicating that a translation to domains is not the most
advantageous approach to quantifying MS energies.

To avoid spontaneous crystallization, particle polydis-
persity is often introduced. In the following, we study the
MS energy spectrum of particle packings with a continuous
area polydispersity of c, = ((A—1)>)"/2 = 0.4 (radius
polydispersity cg =~ 0.2), randomly assigning N particle
area values from a gamma distribution with mean (A) = 1
and coefficient of variation c4. Unlike in the monodisperse
system, the ground state is unknown, and all metastable
states represent amorphous structures with a finite fraction
of topological defects, cf. Fig. 3(a). Using a different
unimodal distribution (e.g., Gaussian, log normal) with
the same mean and c, yields near-identical results (see
Supplemental Material [10]).

We find that, contrary to monodisperse packings, vary-
ing initial positional disorder as widely as possible is
not sufficient to explore the entire range of possible
MS energies, but only produces a narrow interval of
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FIG. 3. (a) Example metastable states for the polydisperse

particle system, c4 = 0.4 and N = 400, metastable energy
increases from left to right. Each particle is color coded by
contact number. Structural measures correlating with MS energy:
(b) contact number, (c) gap space, (d) equivalent foam energy,
and (e) angle order parameter. Gray points result from annealing
different initial configurations to the nearest MS (n = 9000
samples), and magenta points are obtained by the Monte Carlo
swap algorithm (n = 173 000). Blue symbols are binned mean
and standard deviation.

high-energy MS on the landscape of polydisperse systems
[gray in Figs. 3(b)-3(e)]. To find lower-energy MS,
we simplify a particle swap algorithm from glassy systems
[32,33], exclusively using random Monte Carlo (MC)
particle area swaps with ensuing FIRE relaxation, accept-
ing the swap if the energy decreases. This algorithm
[Fig. 4(a)] produces MS energy values ranging dramatically
lower [magenta in Figs. 3(b)-3(e)] than the positional-
disorder computations. While there might be spatially
correlated states of even lower energy [34], the vast
majority of the polydisperse MS energy range is probed
here. Note that the smallest polydisperse €, are slightly
negative, as their energy is below that of the monodisperse
ground state.

All four scalar measures again strongly correlate with
MS energy [Figs. 3(b)-3(e)], so that these measures can be
used to diagnose relative energy levels of MS from a
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FIG. 4. (a) Schematic showing a single area swap between

particles i and j. (b) A simultaneous area swap algorithm to
minimize the angle order parameter, demonstrated for N = 144.
Individual particles are color coded in terms of their ®; values.
(c) Energy €,, (d) mean number of contacts z, and (e) angle order
parameter ® of MS obtained by the angle swap algorithm for
different system sizes, average over 1000 MS for each N. Green
and red data points represent initial and final MS, respectively.
(f) Angle swap simulations reduce energy far faster than
Monte Carlo swap simulations. Mean and standard deviation
of energies of 50 initially random packings are shown against
number of FIRE energy minimizations. Blue: MC swap; the gray
dashed line indicates the MC mean energy after 10° steps. Red:
AS algorithm, reaching this energy after 40 steps.
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snapshot of overjammed polydisperse particle packings.
That all correlations are nearly linear may indicate that the
packing constraint of volume fraction is so strong that all
possible MS can be interpreted as small perturbations of the
lowest-energy state, represented by a Taylor expansion in
each structural parameter. Again, the measures most
directly related to the quality of steric packing show better
correlation, and thus more predictive power, than the
domain-related measure €. Furthermore, accurate empiri-
cal measurements of tessellation topology in an experi-
mental system are easier to obtain than those of contact
topology or gap fraction, which depend sensitively on
small-scale details of touching or near-touching particles.
Hence, the angle order parameter ® should predict MS
energy from experimental snapshots most robustly. In
contrast to the global measure ®, the local deviations of
individual particles from perfect steric packing do not
correlate  well with their contributions to €, (see
Supplemental Material [10]).

In seminal work on particle systems near the jamming
point, a universal scaling relating the volume fraction and z
is reported [22,24]. In the present study (where ¢p = 1 for
all samples), a relatively well-defined z is valid for states
obtained by variation of initial conditions [high-energy
states, gray in Fig. 3(b)]. But when taking states from the
entire range of MS energies into account, we see that MS
indeed exist for a wide range of z values at fixed area
fraction.

The lowest-energy states of such overjammed systems
(approaching the upper limit z — 6, cf. Fig. 3(b) are of
particular interest, as they constitute rare and unusual
configurations with exceptional mechanical properties.

We will show below that they indeed represent ultra-
stable states of the material [4,5,35-40]. Finding these rare
states is challenging and resource intensive, even via MC
swap simulations. However, our structural measures,
beyond their diagnostic usefulness, suggest a much more
efficient way of finding low-energy MS using the quality of
steric packing as a guide.

We here present a highly efficient swap algorithm to
lower MS energy, guided by minimization of the angle
order parameter ®. For an initial MS with given particle
sizes {A;} and radical tessellation topologies {n;}, there
exists a unique set of particle areas {C;} for which the
packing is sterically optimal everywhere, while preserving
the topologies {n; }. This structure is computed by the circle
packing algorithm [41] and, by construction, has ® = 0.
The distribution {C;} does not match {A;}, but ordering
both sets by size, we can reassign the {A;} to the positions
of the {C;} matching relative size. The result is a very fast,
simultaneous swap of all {A;} areas [cf. Fig. 4(b)]. The
system is annealed to the nearest MS after the area
reassignment and this reassignment step is repeated until
the tessellation topology remains fixed. We will refer to
this as the angle swap (AS) algorithm. As the AS algorithm

inherently fixes the particle packing topology, we then
randomize the positions of all particles again, find the
nearest MS (one FIRE step), and perform another AS. If
this second application of AS lowers the energy below that
of the first, it is accepted, otherwise rejected, analogous to
the MC swap algorithm. Applying pairs of randomization
and AS steps multiple times reaches lower MS energies by
exploring distinct packing topologies.

The vast majority of metastable states require only a
single simultaneous area swap for the AS algorithm to
terminate. The resulting state invariably proves to have very
low ® and very low energy [Figs. 4(c)—4(e)]. Thus, only
one FIRE energy minimization is needed to obtain a low-
energy MS—this is reminiscent of recent work that
achieves approximate simultaneous rearrangement in a
single step by introducing transient degrees of freedom
[5]. Attempts to implement a similar swap algorithm
guided by the z or ¢, measures do not lead to such fast
termination. As the system size increases, the MS obtained
by angle swap tends to show lower energy, larger z,
and smaller ©, as a larger set of area values reduces the
discrepancy between the reassigned particle sizes {A;}
and the sterically optimal circle packing sizes {C;}
[Figs. 4(c)-4(e)].

In Fig. 4(f), we compare the performance of the MC and
AS algorithms in achieving the lowest energies. MC
annealing is performed for 50 samples with random initial
conditions; the energy decrease saturates after about 107
MC swaps, each needing one FIRE minimization. For AS,
50 random initial conditions are first annealed by the AS
algorithm, immediately reaching much lower energies
[dashed line in Fig. 4(f)]. Then the alternating randomiza-
tion and AS steps are successively applied to lower MS
energy further. We find that the AS algorithm requires only
20 such randomization-AS steps (40 FIRE minimizations
in total) to reach energies as low as those obtained with 10°
MC swaps, i.e., the computational effort is about 2500
times smaller. Furthermore, the computational advantage of
the AS algorithm over MC swap becomes even greater for
increasing system size (see Supplemental Material [10]).
All of this suggests that the AS protocol proposed here is
extraordinarily efficient in identifying low-energy MS, the
ideal candidates for rare ultrastable states.

To show that low-energy states are exceptionally stable,
mechanical stability needs to be assessed. One method
inspired by scaling laws of states near the jamming
point [18,42] is to quantify virial system pressure P
[43,44] as a measure for isotropic stress needed to desta-
bilize the packing. We find that for both monodisperse
and polydisperse MS, P correlates strongly with ¢,, so
that low-energy states are most stable (see Supplemental
Material [10]).

A more direct and practical probe of MS stability is to
assess sensitivity to shear deformation. Thus, we apply pure
shear strain incrementally and quasistatically [minimizing
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FIG.5. (a) Schematics of pure shear simulations. (b) Examples

of energy as a function of strain starting at high (cyan) and low
(brown) energy. Strain values y. for the first irreversible rear-
rangement are indicated by arrows. (c) Critical strain y,. as a
function of state energy e,. (d) Energy difference between final
MS and initial MS induced by irreversible rearrangement. Gray
symbols are individual MS (n = 450), colored symbols are
binned mean and standard deviation.

energy after every strain step, Fig. 5(a)], and track MS
energy variations as well as structural rearrangements (note
that for our overjammed states we do not vary shear
direction or box shape, which may be influential factors
closer to the jamming transition [45]).

All metastable states initially exhibit an increase of
energy due to applied strain and then intermittent finite
energy drops due to irreversible particle rearrangements
[Fig. 5(b)]. The first such relaxation event defines a critical
strain y,. that measures stability [46]. While the effect of the
first contact change on the shear modulus near the jamming
point has been studied [47,48], the critical strain defined
here involves plastic rearrangement of particles, so that the
MS after one cyclic shear deformation is irreversibly
changed. Figure 5(b) shows a typical example of shearing
a high-energy initial state vs shearing the low-energy state
resulting from it through the AS algorithm, demonstrating
that y. of the latter has increased drastically. Regardless of
how an MS is constructed, a strong correlation between its
energy and y, is found [Fig. 5(c)]. This implies that the
typical energy well of low-energy MS minima is signifi-
cantly deeper.

As may be expected intuitively, for the highest-energy
states y. — 0, while for lower MS energy critical strain
saturates to a plateau value y ., stretching over nearly half
of the range of MS energies [Fig. 5(c)]. Low-energy MS for
lower volume fractions exhibit nearly the same y,, (see
Supplemental Material [10]), indicating that the superior
mechanical stability of these low-energy states persists
close to the jamming transition.

Considering the difference Ae, between the MS energies
after and before the rearrangement induced by the y,. shear
strain [Fig. 5(d)], we see that the rearrangement lowers the
energy only for the higher-energy initial states. By contrast,

the most stable, low-energy MS with y, &y, transition to
higher energy (Ae, > 0). This indicates that periodic shear
strain, while a common strategy to anneal configurations of
particles or domains [49-51], will not efficiently reduce
energy toward the lowest values. To obtain the latter, more
sophisticated particle rearrangement strategies like AS are
necessary.

Through the robust correlations of structural measures
with MS energies, and further with mechanical stability,
a simple snapshot of an experimental system can thus be
used to diagnose its stability without mechanical tests.
Our description of the MS energy landscape extends the
geometric principle of the granocentric model [52-54],
which describes ground states as those of optimal steric
packing. Measures like ® quantify MS with all realizable
energies, and provide algorithms for their construction.

Beyond diagnostics, the angle swap algorithm developed
here is able to construct ultrastable states more efficiently
than previous efforts. Finding such states is an objective of
recent experiments and simulations in the glass literature
[4,5,35-39], for which AS could be greatly beneficial.
More broadly, distinct microstructures obtained and diag-
nosed in silico by the approach detailed here can be used as
blueprints to guide the design of packings with desired
mechanical properties. Our algorithms can also be applied
to glasses and supercooled liquids in low-temperature
equilibrium states, as the latter correlate with low inherent
structure energy [3,35].

The authors are grateful for helpful discussions with
Rafael Blumenfeld, Jasna Bruji¢, and Varda Faghir Hagh,
and to Kenneth Stephenson for his help with the circle
packing algorithm.
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