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We reveal the crucial effect of strong spin-charge coupling on high-harmonic generation (HHG) in Mott
insulators. In a system with antiferromagnetic correlations, the HHG signal is drastically enhanced with
decreasing temperature, even though the gap increases and the production of charge carriers is suppressed.
This anomalous behavior, which has also been observed in recent HHG experiments on Ca2RuO4,
originates from a cooperative effect between the spin-charge coupling and the thermal ensemble, as well as
the strongly temperature-dependent coherence between charge carriers. We argue that the peculiar
temperature dependence of HHG is a generic feature of Mott insulators, which can be controlled via the
Coulomb interaction and dimensionality of the system. Our results demonstrate that correlations between
different degrees of freedom, which are a characteristic feature of strongly correlated solids, have
significant and nontrivial effects on nonlinear optical responses.
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High-harmonic generation (HHG) is a fundamental
nonlinear optical phenomenon with potentially important
technological applications. It was first reported in atomic
gases [1] and is utilized in attosecond laser sources as
well as spectroscopies [2]. The recent observation of HHG
in solids, in particular semiconductors and semi-metals
[3–17], extends the scope of HHG studies. HHG in semi-
conductors and semimetals can be well described by the
dynamics of independent electrons (independent-particle
picture) [18–34], which enables the HHG spectroscopy of
band information such as dispersion relations [5,35–38].
On the other hand, the effects of electronic correlations are
often taken into account phenomenologically and a detailed
understanding of their role in solid-state HHG is lacking
[39–42]. This understanding is, however, essential for the
exploration of HHG and the application of HHG spectros-
copy in correlated materials.
The new research frontier of HHG in strongly correlated

systems (SCSs) has attracted considerable interest both on
the theoretical [43–55] and experimental [56–58] sides. In
contrast to semiconductors, which can be described in
terms of electrons and holes, the driven state of SCSs
involves various types of many-body elemental excitations.
This makes the mechanism and features of HHG in SCSs
nontrivial. Previous studies revealed the direct connection
between many-body excitations and HHG in SCSs
[44,48,51], suggesting possible spectroscopic applications
of HHG to detect many-body states [51] as well as
photoinduced phase transitions [43]. On the other hand,
very recently, an unexpected exponential enhancement of

the HHG signal with increasing gap size has been reported
in the Mott insulator Ca2RuO4 [56], see Fig. 1(a). Since a
larger gap should suppress the excitation of charge carriers,
this increase is opposite of the behavior expected in
semiconductor HHG. Such a counterintuitive result calls
for a deeper theoretical understanding of HHG in SCSs. A
hallmark of SCSs is the coupling between different degrees
of freedom, such as charges, orbitals, and spins. These
correlations are at the origin of rich physical properties
observed in equilibrium SCSs [59,60]. However, their role
in highly nonlinear optical phenomena such as HHG is
hardly known.
In this Letter, we reveal the crucial role of spin-charge

coupling on HHG in Mott insulators analyzing the
Hubbard model. Previous works showed that HHG in
Mott insulators originates from the coherent dynamics
of a pair of local many-body states—a doublon (doubly
occupied state) and holon (empty state)—generated by
strong fields, where the three-step model picture is
applicable [44,51]. The kinematics of doublons and
holons is strongly correlated with spins, since their
hopping disturbs the spin background. We demonstrate
that this spin-charge coupling and its cooperation with
thermal fluctuations produces a drastic enhancement of
the HHG intensity, accompanied with an increasing Mott
gap, as observed in Ca2RuO4 [Fig. 1(b)]. These results
demonstrate that strong correlations between active
degrees of freedom in SCSs can result in counterintuitive
behaviors of highly nonlinear optical phenomena such
as HHG.
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We focus on the single-band Hubbard model, which is a
standard model for SCSs. The Hamiltonian is

ĤðtÞ ¼ −thop
X

hiji
eiϕijðtÞĉ†iσ ĉjσ þU

X

i

n̂i↑n̂i↓; ð1Þ

where ĉ†iσ is the creation operator for an electron with spin σ
at site i, hiji indicates a pair of neighboring sites, and
n̂iσ ¼ ĉ†iσ ĉiσ. thop is the hopping parameter and U is the on-
site interaction. The electric field is included via a Peierls
phase ϕij, see Supplemental Material [61]. We mainly use
the nonequilibrium dynamical mean-field theory (DMFT)
[63–67] to solve this problem and focus on the Bethe lattice
for simplicity [68]. The qualitatively same results are
obtained for the two-dimensional square lattice, see
Ref. [61]. In the following, we use a quarter of the
bandwidth at U ¼ 0 as the energy unit and mainly consider
U ¼ 6. If our energy unit corresponds to 0.5 eV, the Mott
gap (ΔMott ≃ 3, see below) corresponds to 1.5 eV. This is a
typical gap size for cuprates, which are often described by
the Hubbard model.
We consider the half filled system, which becomes a

Mott insulator for large enoughU in equilibrium. While the
Mott insulator can be realized in the paramagnetic (PM)

phase, the system on the bipartite lattice exhibits an
antiferromagnetic (AF) phase below the Néel temperature
Tc (≃0.15). The corresponding evolution of the single-
particle spectra is shown in Fig. 2(a). With decreasing
temperature T, the Mott gap ΔMott increases. In the PM
phase, the upper and lower Hubbard bands are featureless.
On the other hand, in the AF phase, peak structures develop
within the bands, indicating the formation of spin polarons
[60,69,70]. When an electron is added to (removed from)
the system, a doublon (holon) is created; see Supplemental
Material [61] for schematics. When this doublon (holon)
moves around, it can disturb the spin background at the cost
of multiples of the exchange energy Jex (¼ 4t2hop=U). This
results in strong spin-charge coupling, of which the spin
polaron is one manifestation.
Now we discuss the kinematics of doublons and holons

accompanied by a disturbance of the spin configurations
and its effect on highly nonlinear optical phenomena. We
study the T dependence of HHG in Mott insulators excited
with frequency Ω smaller than the Mott gap ΔMott. We
mainly use Ω ¼ 0.5 in the following. If our energy unit
corresponds to 0.5 eV, this is a midinfrared excitation with
0.25 eV, whose period Tp is about 16 fs. From the T
dependence of the single particle spectra, one would
naively speculate that the HHG intensity is suppressed
by lowering temperature, since the enhancement of the gap
reduces the tunneling probability (see Ref. [61]) and the
formation of the spin polarons suggests a reduced mobility
of the charge carriers. However, the T dependence turns out
to be the opposite of this naive expectation.

FIG. 2. (a) Local spectral functions AlocðωÞ in equilibrium.
(b) HHG spectra of the Mott insulator computed with DMFT for
various T. (c) The intensity at the peaks of the HHG spectra as a
function of T. The peak intensity is normalized by the value at
T ¼ 0.2 (PM phase). For (a)–(c), we use U ¼ 6. (d) U depend-
ence of the increase ratio of the HHG peaks. In order to take into
account the change of the Mott gap, we compare the ð2U þ nÞth
HHG peaks. We use T ¼ 0.2 for the PM phase, while we use
T ¼ 0.3=U for the AF state to take account of the change of
Jex ∝ ð1=UÞ. The excitation parameters are E0 ¼ 0.8, Ω ¼ 0.5,
t0 ¼ 75, and σ ¼ 15.

FIG. 1. (a) Experimental HHG intensity at the indicated HHG
peaks as a function of the optical gap for Ca2RuO4 (Mott
insulator) and InAs (semiconductor), reproduced from Ref. [56].
The temperature T is modified in the range T ∈ ½290; 50� K.
(b) DMFT results for the intensity at the indicated HHG peaks as
a function of the Mott gap (ΔMott) for the single-band Hubbard
model in the Mott insulating phase.
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Applying a Gaussian electric field pulse EðtÞ, we
evaluate the HHG intensity IHHGðωÞ from the Fourier
transformation of the current JðtÞ as IHHGðωÞ ¼
jωJðωÞj2. The pulse is characterized by the standard
deviation σ, the center t0, and the maximum field strength
E0. We show the resulting HHG spectra for various
temperatures in Fig. 2(b) and plot the T dependence of
the relative intensity of the HHG peaks in Fig. 2(c).
IHHGðωÞ is strongly enhanced above ΔMott and the width
of the HHG plateau is enhanced with decreasing temper-
ature. The increase in the ratio of HHG signals is larger for
the higher harmonic peaks. Above Tc, the T dependence
becomes very weak. As a function of the gap, the intensity
increases almost exponentially, as illustrated in Fig. 1(b).
Importantly, the DMFT results of the simple Hubbard
model reproduce the qualitative features of the HHG
spectrum and the empirical scaling law observed in
Ca2RuO4 [56] [see Fig. 1(a) and [61] ].
To reveal the origin of this T dependence, we consider

the U dependence of the relative increase of the HHG
signal [Fig. 2(d)]. For large U, the bandwidth of the upper
and lower Hubbard bands is insensitive to U and the Mott
gap scales almost linearly with U. Therefore, in order to
focus on the contribution from the kinetic energy of the
doublon-holon pair, we compare IHHGðωÞ for the same
ω −U. It turns out that the increase ratio monotonically
decreases with increasing U. Since Jex is reduced with
increasing U, the disturbance of the spin background costs
less energy, and the spin-charge coupling becomes weaker.
Hence, the U dependence of the HHG increase ratio
suggests that the anomalous T dependence of HHG is
related to the spin-charge coupling.
Next we perform a subcycle analysis considering a

windowed Fourier transform Jðω; tpÞ ¼R
dteiωtFwindowðt − tpÞJðtÞ and evaluating IHHGðω; tpÞ≡

jωJðω; tpÞj2. IHHGðω; tpÞ provides the time-resolved spec-
tral features of the emitted light around tp. Since HHG in
Mott insulators mainly originates from the recombination
of doublon-holon pairs [44,51], the subcycle spectra reveal
the recombination time of the pairs and their energy at that
time. In Figs. 3(a) and 3(b), we show IHHGðω; tpÞ in the PM
and AF phases. In both cases, the dominant intensity
appears at early times within one period, suggesting that
only short trajectories of the doublon-holon pairs contribute
to the HHG signal. In other words, the coherence time of
the doublon-holon pair is very short (< Tp=4) compared to
one cycle of the pulse field and to the coherence times
typically considered in the analysis of semiconductors; see,
e.g., Fig. 6 in Ref. [20]. The kinematics estimated from the
peak position of IHHGðω; tpÞ at each ω as a function of tp is
represented with red dashed (blue dot-dashed) lines for the
AF (PM) phase in Figs. 3(a) and 3(b). These lines define the
function fωðtpÞ. The difference between the blue and red
lines is mostly explained by the difference in the gap size
(≃1.1), indicating that the trajectory of the doublon-holon

pair is almost the same in the AF and PM phases. The main
difference is the coherence time of the pair.
To quantify this, we show in Fig. 3(c) the intensity along

the peaks, IHHGðfωðtpÞ; tpÞ. The results indeed show that
for the higher T the intensity decays faster, suggesting that
the dephasing time of the doublon-holon pair is shorter.
This is in stark contrast to the behavior of the charge
distribution, where the absence of the AF spin background
at high T leads to a slower relaxation [71–73]. On the other
hand, with increasing U, the behavior of IHHGðfωðtpÞ; tpÞ
in the AF and PM phases becomes more similar, see
Fig. 3(d). Furthermore, the peak in IHHGðfωðtpÞ; tpÞ
becomes clearer, which indicates that the intensity coming
from longer-time trajectories of the doublon-holon pairs
and hence the coherence time are increased. This feature
appears counterintuitive, because the single-particle spec-
trum becomes highly incoherent for large U [60,70] and
demonstrates that HHG in SCSs is not directly related to the
single-particle spectra, in contrast to semiconductors
[44,48,51].
These behaviors can be consistently explained in terms

of the spin-charge coupling. To directly compare cases with
and without spin-charge coupling, we switch to the one-
dimensional (1D) Hubbard model with a staggered mag-
netic field Bz

stagg. In one dimension, without Bz
stagg, the

kinematics of the doublons and holons is independent of

U=6 U=8 U=10

10-7 10-9 10-7 10-9

FIG. 3. (a) and (b) Subcycle spectra IHHGðω; tpÞ for U ¼ 6 at
(a) T ¼ 0.2 (PM phase) and at (b) T ¼ 0.05 (AF phase). A
Gaussian window with standard deviation σ0 ¼ 0.9 is used. The
red dashed (blue dot-dashed) lines indicate the maxima of
IHHGðω; tpÞ at T ¼ 0.05 (T ¼ 0.2) at a given ω as a function
of tp around tp ¼ 80, which defines the function fωðtpÞ. The
vertical dashed lines indicate the times when the electric field
EðtÞ ¼ 0. (c) Intensity IHHGðω; tpÞ along the lines fωðtpÞ for
U ¼ 6. (d) Normalized intensity IHHGðω; tpÞ along the lines
fωðtpÞ for the indicated values of U. We use T ¼ 0.2 for the PM
phase and T ¼ 0.3=U for the AF states to take account of the
change of Jex ∝ ð1=UÞ. IHHGðfωðtpÞ; tpÞ is renormalized by the
value at tp ¼ 79.5 in each case. The excitation parameters are the
same as in Fig. 2.
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the spin degrees of freedom (spin-charge separation), while
for Bz

stagg ≠ 0, the hopping of a doublon (holon) creates a
mismatch between the staggered field and the spin con-
figuration, as it happens in higher-dimensional systems
without field, see Supplemental Material [61] for sche-
matics. With this setup, the 1D model can mimic the spin-
charge coupling in higher dimensions. The infinite
time-evolving block decimation (ITEBD) [74] allows
one to compute accurate results for this model at T ¼ 0
in the thermodynamic limit.
We show the HHG spectra for various Bz

stagg in Fig. 4(a)
and the corresponding subcycle analysis in Figs. 4(b) and
4(c). For small Bz

stagg, the expected HHG peaks at ð2nþ
1ÞΩ in IHHGðωÞ are not clear, suggesting that the system is
not fully time periodic during the pulse. This is attributed to
the long coherence time of the doublon-holon pair, which
leads to the interference of many quasiclassical trajectories
within the three-step model [20]. Indeed, the subcycle
spectra for small Bz

stagg suggest that long trajectories of
doublon-holon pairs strongly contribute to the HHG signal,
see Fig. 4(b) [51]. With increasingBz

stagg, the HHG intensity
becomes weaker but the HHG peaks become clearer at
ð2nþ 1ÞΩ. Here, Bz

stagg is chosen to be comparable to Jex.
In the subcycle spectrum, the weight is shifted to earlier
times in one period, see Fig. 4(c), as it is the case in the
DMFT results in Fig. 3(b) at low T. These results show that
the coherence time of the doublon-holon pair is efficiently
suppressed by the spin-charge coupling, which consistently

explains the behavior of the DMFT results at low temper-
atures. The short coherence time reduces the interference
between different quasiclassical trajectories and results in
clear HHG peaks both in the DMFT data and the ITEBD
data for nonzero Bz

stagg.
The reduction of the coherence time of the doublon-

holon pair with increasing T can be understood as a
cooperative effect of the spin-charge coupling and the
thermal ensemble. At nonzero temperatures, the initial
equilibrium state is described by an ensemble of eigen-
states, represented by the density matrix ρ̂ ∝ e−βĤ. In such
a system, the total current induced by the field can be
calculated as the ensemble average over the individual
currents evaluated for these eigenstates. With increasing T,
the weight of the high-energy states increases. In our case,
at higher temperatures, spin configurations different from
the AF ground state are activated, see Ref. [61]. The
dynamics of the doublon or holon is different for each
configuration, since the energy transfer to the spin back-
ground during an excursion depends on the spin configu-
ration. This should produce emitted light with different
phases for different spin configurations, resulting in phase
cancellations after the ensemble average, and thus reduce
the coherence between the doublon-holon pairs with
increasing T. Note that this effect does not rely on long-
range magnetic ordering and is also relevant in the PM
phase, but is absent without spin-charge coupling. Namely,
for small Jex, weaker cancellations between different spin
configurations are expected, which explains the results in
Fig. 3(d) and the reduction of the enhancement of the HHG
signal with largerU in Fig. 2(d). To exemplify that the spin-
charge coupling can indeed provide such phase shifts, in
Fig. 4(d), we show the Bz

stagg dependence of the phase of
JðωÞ for ω ¼ nΩ (with n some integer). The result suggests
that the phase is sensitive to Bz

stagg, which supports the
above argument. Hence, the modification of the coherence
time due to the spin-charge coupling and thermal fluctua-
tions dominates over the reduction of the tunneling rate by
the gap opening, leading to an enhancement of IHHG at
lower temperatures.
The strong T dependence of the HHG spectrum observed

in Mott insulators is not expected in typical semiconduc-
tors. In the theoretical analysis of HHG in semiconductors,
a short dephasing time T2 of a few femtoseconds for an
electron-hole pair is often used. The main origin of the fast
dephasing is the experimental setup, i.e., the dephasing by
the propagation of light and the inhomogeneity of the field
strength [30,75], which is insensitive to temperature.
Another relevant factor is the electron-electron scattering
among excited carriers in semiconductors [76,77]. Still, this
is also expected to be insensitive to temperature, since
thermal fluctuations cannot efficiently excite carriers across
the gap. These considerations are supported by the exper-
imental HHG spectrum for the semiconductor InAs shown
in Fig. 1(a).

FIG. 4. (a) IHHG for different Bz
stagg and subcycle analysis for

(b) Bz
stagg ¼ 0.001 and (c) Bz

stagg ¼ 0.2. A Gaussian window with
σ0 ¼ 0.9 is used. The colored markers indicate the energy emitted
at tp by the recombination of a doublon-holon pair, which is
predicted from the three-step model using the doublon and holon
dispersions from the Bethe ansatz [51]. The color indicates the
time interval between the recombination and the creation of the
doublon-holon pair tpair, and Tp ¼ ð2π=ΩÞ. (d) Phase of the
Fourier component of JðωÞ at ω ¼ nΩ (n is an integer). In all
panels, we set U ¼ 8, and the excitation parameters are Ω ¼ 0.5,
E0 ¼ 0.8, t0 ¼ 60, and σ ¼ 15.
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In summary, our theoretical study revealed important
effects of strong spin-charge coupling on the coherent
carrier dynamics in Mott insulators, which leads to the
counterintuitive enhancement of HHG accompanied by a
gap enhancement. Spin-charge coupling is inevitable in
Mott insulators in dimensions larger than 1, so that this
peculiar behavior should be a generic feature of HHG in
SCSs (see Supplemental Material [61]). In addition, in
multiorbital systems like Ca2RuO4, the orbital-charge
coupling should have a similar effect as the spin-charge
coupling (see Ref. [61]) [78]. These insights demonstrate
the important role of correlations in highly nonlinear
optical responses and provide useful guidance for the
future exploration of HHG in SCSs. On the one hand,
our results suggest that the T dependence of IHHG can be
controlled by changing the ratio U=thop, which is feasible
with the application of chemical or physical pressure. On
the other hand, to realize a strong HHG signal, 1D Mott
systems are more favorable than higher-dimensional ones
due to the absence of spin-charge coupling. The recovery of
coherence and the possible increase of the HHG intensity
due to the reduction of the dimensionally could be
systematically analyzed by exploiting the dimen-
sional crossover in ladder-type compounds such as
Srn−1Cunþ1O2n [59]. Furthermore, the sensitivity of
HHG to the temperature and spin-charge coupling suggests
possible HHG-based techniques for detecting and charac-
terizing thermal and nonthermal phases and for measuring
the strength of the spin-charge coupling. In the future, it
will also be interesting to study HHG with more sophis-
ticated methods, such as cluster DMFT, to reveal the role of
spin fluctuations.
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Otto, A. Jiménez-Galán, R. E. F. Silva, M. Ivanov, B. J.
Siwick, M. Chaker, and F. Légaré, Phys. Rev. Res. 3,
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