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It is generally accepted that the dynamical mean field theory gives a good solution of the Holstein model,
but only in dimensions greater than two. Here, we show that this theory, which becomes exact in the weak
coupling and in the atomic limit, provides an excellent, numerically cheap, approximate solution for the
spectral function of the Holstein model in the whole range of parameters, even in one dimension. To
establish this, we make a detailed comparison with the spectral functions that we obtain using the newly
developed momentum-space numerically exact hierarchical equations of motion method, which yields
electronic correlation functions directly in real time. We crosscheck these conclusions with our path
integral quantum Monte Carlo and exact diagonalization results, as well as with the available numerically
exact results from the literature.
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The Holstein model is the simplest model that describes
an electron that propagates through the crystal and interacts
with localized optical phonons [1]. On the example of this
model, numerous many-body methods were developed and
tested [2]. The Holstein molecular crystal model is also very
important in order to understand the role of polarons
(quasiparticles formed by an electron dressed by lattice
vibrations) in realmaterials [3]. This is still a very active field
of research fueled by new directions in theoretical studies
[4–12] and advances in experimental techniques [13].
The Holstein model can be solved analytically only in

the limits of weak and strong electron-phonon coupling
[14–16]. Reliable numerical results for the ground state
energy and quasiparticle effective mass were obtained in the
late 1990s using the density matrix renormalization group
(DMRG) [17,18] and path integral quantum Monte Carlo
(QMC) methods [19], and also within variational appro-
aches [20–22]. At the time, numerically exact spectral
functions for one-dimensional (1D) systems were obtained
onlywithin the DMRGmethod [17,18]. Themain drawback
of the QMC method is that it gives correlation functions in
imaginary time and obtaining spectral functions and dy-
namical response functions is often impossible since the
analytical continuation to the real frequency is a numerically
ill-defined procedure. Interestingly, at finite temperature the
spectral functions were obtained only very recently using
finite-T Lanczos (FTLM) [23] and finite-T DMRG [24]
methods. All these methods have their strengths and weak-
nesses depending on the parameter regime and temperature.
As usually happens in a strongly interacting many-body
problem, a complete physical picture emerges only by
taking into account the solutions obtained with different
methods.
The hierarchical equations of motion (HEOM) method is

a numerically exact technique that has recently gained

popularity in the chemical physics community [25–28].
It has been used to explore the dynamics of an electron
(or exciton) linearly coupled to a Gaussian bosonic bath.
Within HEOM, we calculate the correlation functions
directly on the real time (real frequency) axis [29].
Nevertheless, the applications of the HEOM method to
the Holstein model [30–34] have been, so far, scarce
because of the numerical instabilities stemming from the
discreteness of the phonon bath on a finite lattice.
Along with numerically exact methods, a number of

approximate techniques have been developed and applied to
the Holstein model [35–38]. The dynamical mean field
theory (DMFT) is a simple nonperturbative technique that
has emerged as amethod of choice for the studies of theMott
physics within the Hubbard model [39,40]. It can also be
applied to the Holstein model giving numerically cheap
results directly on the real frequency axis [41]. This method
fully takes into account local quantum fluctuations and it
becomes exact in the limit of infinite coordination number
when the correlations become completely local. It was
soon recognized [42,43] that the DMFT gives qualitatively
correct spectral functions and conductivity for the Holstein
model in three dimensions. In low-dimensional systems the
solution is approximate as it neglects the nonlocal correla-
tions and one might expect that the DMFT solution would
not be accurate, particularly in one dimension. Surprisingly,
to our knowledge, only the DMFT solution for the Bethe
lattice was used in comparisons with the numerically exact
results for the ground state properties in one dimension
[20,44]. The quantitative agreement was rather poor, sug-
gesting that the DMFT cannot provide a realistic description
of the low-dimensional Holstein model due to the impor-
tance of nonlocal correlations [16,20,44].
In this Letter, we present a comprehensive solution of the

1D Holstein model: (i) We solve the DMFT equations in all
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parameter regimes. At zero temperature we find a remark-
able agreement of the DMFT ground state energy and
effective mass with the available results from the litera-
ture in one, two, and three dimensions. (ii) For interme-
diate electron-phonon coupling, we obtain numerically
exact spectral functions using the recently developed
momentum-space HEOM approach [45]. For strong cou-
pling we calculate the spectral functions using exact
diagonalization (ED). We find a very good agreement with
DMFT results and therefore demonstrate that the DMFT is
rather accurate, in sharp contrast to current belief in the
literature. (iii) We crosscheck the results with our QMC
calculations in imaginary time. Overall, we demonstrate
that the DMFTemerges as a unique method that gives close
to exact spectral functions in the whole parameter space of
the Holstein model, both at zero and at finite temperature.
Model and methods.—We study the 1D Holstein model

given by the Hamiltonian

H ¼ −t0
X

i

ðc†i ciþ1 þ H:c:Þ

− g
X

i

niða†i þ aiÞ þ ω0

X

i

a†i ai: ð1Þ

Here, c†i (a
†
i ) are the electron (phonon) creation operators,

t0 is the hopping parameter, and ni ¼ c†i ci. We consider
dispersionless optical phonons of frequency ω0, and g
denotes the electron-phonon coupling parameter. t0, ℏ, kB,
and lattice constant are set to 1. We consider the dynamics
of a single electron in the band. It is common to define
several dimensionless parameters: adiabatic parameter
γ ¼ ω0=2t0, electron-phonon coupling λ ¼ g2=2t0ω0, and
α ¼ g=ω0. These parameters correspond to different physi-
cal regimes of the Holstein model shown schematically in
Fig. 1(a).
In order to obtain reliable solutions in the whole para-

meter space, we use two approximate methods and three
methods that are numerically exact. In the Holstein model,
the DMFT reduces to solving the polaron impurity problem
in the conduction electron band supplemented by the self-
consistency condition [41]. The impurity problem can be
solved in terms of the continued fraction expansion, giving
the local Green’s function on the real frequency axis (see
Ref. [41] and Supplemental Material (SM) [46], Sec. I, for
details). A crucial advantage of the DMFT for the Holstein
model is that it becomes exact in both the weak coupling
and in the atomic limit, and that it can be easily applied in
the whole parameter space both at zero and at finite
temperature. The DMFT equations can be solved on a
personal computer in just a few seconds to a few minutes
depending on the parameters. On general grounds, the
DMFT is expected to work particularly well at high
temperatures when the correlations become more local
due to the thermal fluctuations [47,48]. We will compare
the DMFT with the well-known self-consistent Migdal

approximation (SCMA) [49], which becomes exact only in
the weak coupling limit; see Sec. II of SM [46].
We have recently developed the momentum-space

HEOM method [45] that overcomes the numerical insta-
bilities originating from the discrete bosonic bath. Within
thismethodwe calculate the time-dependent greaterGreen’s
function G>ðk; tÞ, which presents the root of the hierarchy
of the auxiliary Green’s functions. The hierarchy is, in
principle, infinite, and one actually solves the model by
truncating the hierarchy at certain depth D. The HEOM are
propagated independently for each allowed value of k up to
long times (ω0tmax ∼ 500). The propagation takes 5 to
10 hours on 16 cores per momentum k. The discrete
Fourier transform is then used to obtain spectral functions
without introducing any artificial broadening. Numerical
error in theHEOMsolution can originate from the finite-size
effects since themethod is applied on the latticewithN sites,
and also from the finite depthD. We always useN andD, as
given in SM [46], which correctly represent the thermody-
namic limit. Generally, for larger g we need smaller N and
largerD. This is why the EDmethod with a small number of
sites could be a better option in the strong coupling regime.
The EDmethod can be used more efficiently after the initial
Hamiltonian is transformed by applying the Lang-Firsov
transformation; see SM [46], Sec. III.
In the QMC method, we calculate the correlation func-

tion CkðτÞ ¼ hckðτÞc†kiT;0 in imaginary time. The thermal

(a)

(b) (c)

FIG. 1. (a) Schematic plot of different regimes in the ðγ; λÞ
parameter space. The white (black) circles correspond to para-
meters for which both HEOM and QMC (just QMC) calculations
were performed. The DMFT results are obtained in practically
whole space of parameters. (b) Comparison of the DMFT and
DMRG (taken from Refs. [17,20]) renormalized electron mass at
T ¼ 0. (c) Comparison of the ground state energy from the
DMFT and the global-local variational approach (taken from
Ref. [20]) at T ¼ 0.

PHYSICAL REVIEW LETTERS 129, 096401 (2022)

096401-2



expectation value is performed over the states with zero
electrons and ckðτÞ ¼ eτHcke−τH. We use the path integral
representation, the discretization of imaginary time, and
analytical calculation of integrals over the phonon coor-
dinates. We then evaluate a multidimensional sum over the
electronic coordinates by a Monte Carlo method. This
method is a natural extension of early works where such
approach was applied just to thermodynamic quantities
[50–52]. Details of the method are presented in Ref. [45].
Results at zero temperature.—In Fig. 1(b), we show the

DMFT results for the electron effective mass at the bottom
of the band,m�=m0 ¼ 1 − dReΣðωÞ=dωjEp

(where ΣðωÞ is
the self-energy), over a broad range of parameters covering
practically the whole parameter space in the ðγ; λÞ plane.
We see that the mass renormalization is in striking agree-
ment with the DMRG result [17,20] that presents the best
available result from the literature. Small discrepancies are
visible only for stronger interaction with small ω0. A
similar level of agreement can be seen in the comparison
of the ground state (polaron) energy Ep in Fig. 1(c). Here,
the results obtained with variational global-local method
[20,21] are taken as a reference. While the agreement in the
weak coupling and in the atomic limit could be anticipated
since the DMFT becomes exact in these limits, we find the
quantitative agreement in the crossover regime between
these two limits rather surprising, having in mind that the
DMFT completely neglects nonlocal correlations. It is also
interesting that this was not observed earlier. The only
difference from the standard reference of Ciuchi et al. [41]
is that we applied the DMFT to the 1D case, as opposed to
the Bethe lattice. This is, however, a key difference.
Otherwise the DMFT provides only a qualitative descrip-
tion of the Holstein model [3,16,20,44,53]. From the
technical side, the only difference as compared to the case
of the Bethe lattice is in the self-consistency equation. For
obtaining a numerically stable and precise solution, it was
crucial to use an analytical expression for the self-
consistency relation (see Sec. IB in SM [46]). We have
also calculated the effective mass for two- and three-
dimensional lattices (see Sec. IC in SM [46]) and the
agreement with the QMC calculation from Ref. [19] is
excellent. This was now expected since the importance of
nonlocal correlations decreases in higher dimensions. A
comparison with the Bethe lattice effective mass is illus-
trated in SM [46], Sec. ID.
The next step is to check if the agreement with the

numerically exact solution extends also to spectral func-
tions. Typical results at k ¼ 0 are illustrated in Fig. 2. We
note that at T ¼ 0 the DMFT quasiparticle peak is a delta
function (broadened in Fig. 2), while satellite peaks are
incoherent having intrinsic nonzero width. In HEOM, the
peak broadening due to the finite lattice size N and finite
propagation time tmax is generally much smaller than the
Lorentzian broadening used in the insets of Figs. 2(a)–2(d).
The weights of the DMFT and HEOM quasiparticle peaks

correspond to the m0=m� ratio. The satellite peaks are also
very well captured by the DMFT solution in all parameter
regimes. For g ¼ 1 we can see two small peaks in the first
satellite structure of the HEOM solution. We find very
similar peaks also in the DMFT solution when applied on a
lattice of the same size, which is here equal to 10 (see SM
[46], Sec. IV). Hence, we conclude that these peaks are an
artefact of the finite lattice size. In the strong coupling
regime ω0 ¼ 1, g ¼ 2, the DMFT is compared with ED
since the thermodynamic limit is practically reached for
N ¼ 4; see SM [46], Sec. IV. Here, we notice a pronounced
excited quasiparticle peak [22,23] whose energy is below
Ep þ ω0. This peak,which consists of a polaron and a bound
phonon, is also very well resolved within the DMFT solu-
tion. For parameters in Fig. 2(d) the lattice sites are nearly
decoupled, approaching the atomic limit ðt0 ≪ g;ω0Þ, when
the DMFT becomes exact (see Sec. V in SM [46]). For a
comparison, we show also the SCMA spectral functions. As
the interaction increases, the SCMA solution misses the
position and the weight of the quasiparticle peak and the
satellite peaks are not properly resolved. Further compar-
isons of zero temperature spectral functions are shown in
Sec. VI of SM [46].
Results at finite temperature.—Reliable finite-T results

for the spectral functions of the Holstein model have been
obtained only very recently using the FTLM [23] and
finite-T DMRG methods [24]. Here, we calculate the
spectral functions using HEOM or ED and compare them
extensively with the DMFT. The results are crosschecked
using the QMC results in imaginary time.
Typical results for the spectral functions are shown in

Fig. 3, while additional results for other momenta and other

(a) (b)

(c) (d)

FIG. 2. (a)–(d) Integrated HEOM, DMFT, SCMA, and ED
spectral weight, IðωÞ ¼ R

ω
−∞ dνAkðνÞ, for k ¼ 0 and T ¼ 0. The

insets show comparisons of the spectral functions. IðωÞ is
obtained without broadening, whereas AðωÞ is broadened by
Lorentzians of half-width η ¼ 0.05.
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parameters are shown in Sec. VII of SM [46]. We see
that for T > 0 the satellite peaks appear also below the
quasiparticle peak. The agreement between the DMFT and
the HEOM (ED) spectral functions is very good. The
agreement remains excellent even for g ¼ 2 where the
electrons are strongly renormalized m�=m0 ≈ 10, which is
far away from both the atomic and weak coupling limits,
where the DMFT is exact. A part of the difference between
the DMFT and the HEOM (ED) results can be ascribed to
the small finite-size effects in the HEOM and ED solutions,
as detailed in SM [46], Sec. IV. In accordance with the
presented results, it is not surprising that the self-energies
are nearly k independent, as shown in SM [46], Sec. VIII.
It is also instructive to examine the difference between
the SCMA and DMFT (HEOM) solutions. For moderate
interaction [Figs. 3(a) and 3(b)], the weight of the SCMA
quasiparticle peak is nearly equal to the DMFT (HEOM)
quasiparticle weight, and the overall agreement of spectral
functions is rather good. This is not the case for stronger

electron-phonon coupling [Figs. 3(c)–3(h)] where the
SCMA poorly approximates the true spectrum.
We observe that for g ¼ ffiffiffi

2
p

and k ¼ π the DMFT and
HEOM satellite peaks are somewhat shifted with respect to
one another; see Figs. 3(c) and 3(d). This is the most
challenging regime for the DMFT, representing a crossover
(λ ¼ 1) between the small and large polaron. Nevertheless,
the agreement remains very good near the quasiparticle peak
for k ¼ 0, which will be the most important for transport in
weakly doped systems. In order to gain further confidence
into the details of the HEOM spectral functions for g ¼ ffiffiffi

2
p

,
we compare them with the available results obtained within
the finite-T DMRG and Lanczos methods. We find an
excellent agreement, as shown in Figs. 4(a) and 4(b).
The DMFTand HEOM results are crosschecked with the

path integral QMC calculations. The quantity that we
obtain in QMC is the single electron correlation function
in imaginary time, which can be expressed through the
spectral function as CkðτÞ ¼

R
∞
−∞ dω e−ωτAkðωÞ. Typical

results are illustrated in Figs. 4(c) and 4(d), while extensive
comparisons are presented in Sec. IX of SM [46]. At T ¼
0.4 we can see a small difference in CπðτÞ between the
DMFT and QMC (HEOM) results. At T ¼ 1, both for
k ¼ 0 and k ¼ π, the difference in CkðτÞ is minuscule, well
below the QMC error bar, which is smaller than the symbol
size. This confirms that nonlocal correlations are weak.
Similarly, as for the spectral functions, the SCMA corre-
lation functions show clear deviation from other solutions.
We, however, note that great care is needed when drawing
conclusions from the imaginary axis data since a very small
difference in the imaginary axis correlation functions can
correspond to substantial differences in spectral functions.

(a) (b)

(c) (d)

(e)

(g)

(h)

(f)

FIG. 3. (a)–(h) Spectral functions at T > 0 for k ¼ 0 and k ¼ π.
In panels (e)–(f) only the ED results are broadened by Lorent-
zians of half-width η ¼ 0.05, while all the curves are broadened
in (g)–(h) with the same η. All insets are shown without
broadening.

(a) (b)

(c) (d)

FIG. 4. (a), (b) Comparison of DMFT, HEOM, and finite-T
DMRG and FTLM (taken from Ref. [24]) spectral functions at
T ¼ 0.4. All the lines are here broadened by Lorentzians of half-
width η ¼ 0.05. (c), (d) DMFT, QMC, HEOM, and SCMA
imaginary time correlation functions at T ¼ 0.4 (T ¼ 1 in the
insets). Here, g ¼ ffiffiffi

2
p

, ω0 ¼ 1.

PHYSICAL REVIEW LETTERS 129, 096401 (2022)

096401-4



Conclusions.—In summary, we have presented a com-
prehensive solution of the 1D Holstein polaron covering all
parameter regimes. We showed that the DMFT is a
remarkably good approximation in the whole parameter
space. This approximation is simple, numerically efficient,
and can also be easily applied in two and three dimensions.
We successfully used momentum-space HEOM and ED
methods for comparisons with the DMFT spectral func-
tions both at zero and at finite temperature. The compar-
isons showed an excellent agreement between the spectral
functions in most of the parameter space. For parameters
that are most challenging for the DMFT, a very good
agreement was found around k ¼ 0 and a reasonably good
agreement was obtained at larger values of k. All of the
results are crosschecked with the imaginary axis QMC
calculations and with the available results from the liter-
ature. Both the DMFT and HEOM methods are imple-
mented directly in real frequency, without artificial
broadening of the spectral functions. This will be crucial
in order to calculate dynamical quantities and determine a
potential role of the vertex corrections to conductivity by
avoiding possible pitfalls of the analytical continuation,
which we leave as a challenge for future work.
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