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We developed a nonequilibrium model to study chromosome structural reorganizations within a
simplified cell developmental system. From the chromosome structural perspective, we predicted that the
neural progenitor cell is on the neural developmental path and very close to the transdifferentiation path
from the fibroblast to the neuron cell. We identified an early bifurcation of stem cell differentiation
processes and the cell-of-origin-specific reprogramming pathways. Our theoretical results are in good
agreement with available experimental evidence, promoting future applications of our approach.
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Cell-fate decision-making processes, which generate new
cell states, are governed by an underlying gene regulation
network [1]. The processes generally include the differ-
entiation of the stem cell to the differentiated cell, the
reprogramming as the reverse process of differentiation
[2,3], and the transdifferentiation, which occurs directly
between two differentiated cell types without going through
the stem cell [4]. As the scaffold for gene expression, the 3D
genome structure often undergoes large-scale changes to
accommodate the new cell fate after the cell-state transition
[5,6]. To understand the mechanisms of the differentiation,
reprogramming, and transdifferentiation, it is crucial to
reveal the genome structural reorganizations during the
state-transition processes.

The task is challenging as it relies on the determination
of the genome structure at both spatial and temporal scales
with high resolution, simultaneously. During the last
decade, our understanding of the 3D genome architecture
has been tremendously increased by the Hi-C technique
[7,8]. The measurement is in the form of a heat map, which
describes the contact frequency formed by the two chromo-
somal loci across the genome. However, the Hi-C experi-
ment is often performed at one stable cell state; thus it is
impossible to study the chromosome structural dynamics
when the cell state changes.

In light of the dynamical nature of the chromosomes, the
4D Nucleome methods, such as the time-course Hi-C
technique, were recently developed to study the structural
dynamics of chromosomes within various timescales [9,10].
Noteworthy, due to the sophisticated experimental procedures
and high cost, the time-course Hi-C experiment can only
be undertaken at a limited number of discrete time points.
In addition, given the fact that the cellular dynamics at the
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single-cell level are highly stochastic [11,12], the time-course
data inevitably contain the temporal heterogeneity that further
hinders our understanding of the intermediate states [13].

Here, we developed a theoretical and computational
framework, which has great potential for studying the
chromosome structural reorganizations at long temporal
scales covering the cell-state transitions. The approach,
referred to as the landscape-switching model, is described
in the following (Fig. 1).

First, the Hi-C data-driven molecular dynamics (MD)
simulations of the chromosome dynamics in one cell state
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FIG. 1. An illustrative landscape-switching model for chromo-
some structural reorganizations during the cell-state transition
processes.
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are conducted. In MD simulations, the chromosome is
represented by a beads-on-a-string model, where each bead
mimics a segment of a DNA molecule on the genome.
The energy function U contains two terms, which are the
generic polymer potential Vo1 mer and the linear sum form
of contact potential requested by the maximum entropy
principle [14,15]: U = Vigymer + > @i jPij- Pij is the
contact probability formed by beads i and j. The param-
eters {a;;} are determined to generate a chromosome
ensemble that reproduces the Hi-C data by maximizing
the Shannon entropy S|p||po] = — [ dr p(r)in[p(r)/po(r)]
on the distribution p(r) under U relative to a given prior
distribution po(r) under Vygiymer [16,17].

It is noteworthy that the model makes no assumptions
about the nature of the molecular interactions; thus it does
not describe the molecular events during the process of
spatial chromosome organization. However, the data-driven
strategy applied at the coarse-grained level can determine
the physical interactions between the loci in organizing the
chromosome structures without a priori knowledge about
the details of the involving molecular processes, which are
still largely unknown [18]. The resulting heterogeneous
monomer interactions are deemed to account for the effects
of the epigenetics on constructing the chromosome struc-
tural ensemble [19,20]. Furthermore, the potential U can be
regarded as the effective landscape [21,22], which governs
both the structural and dynamical properties of the chromo-
some within one cell state [23,24].

The chromosome is simulated under the potential U(A)
(A stands for the cell state A). Then the cell-state transition
is triggered by an instantaneous energy excitation that
switches the system from the cell state A into the state B via
the landscape-switching implementation:

switching

UA) —— U(B). (1)

This implementation, which is in the form of an energy
pump, breaks the detailed balance and drives the system out
of equilibrium [25]. Finally, the chromosome is simulated
under the potential U(B), and the relaxation trajectories on
U(B) are collected to represent the cell-state transition
process (Fig. 1, details in Supplemental Material [26]).
From the physical perspective, the landscape-switching
model leads to a slow nonadiabatic nonequilibrium process.
In a nonadiabatic nonequilibrium regime, the waiting time
for interlandscape switching is longer than the timescales
for intralandscape motion [63—65]. It has been well recog-
nized that the cell-fate decision-making processes are sup-
ported by numerous sources of energy supplies, resulting in
highly nonequilibrium dynamics. The processes, which do
not occur spontaneously, are often slow and energy depen-
dent, exhibiting slow nonadiabatic nonequilibrium dynamics
[66]. From a biological perspective, the landscape-switching
model leads to a process associated with switching of the

epigenetic modifications between two cell states. The cell
developmental process has been found to be multistable,
acting as a switch between different gene expression states
that represent the stable cell states [67-71]. In addition,
although the epigenetic modifications in individual loci can
be quick and frequent, the switching of the cell states can only
be realized by the cooperative changes of the histone states at
a global scale [72,73]. These features support the approxi-
mate treatment of a cell-state transition as a bistable switch
process.

Since Hi-C data are often measured by massive cells at
the interphase, the landscape-switching model naturally
leads to dynamical changes of the chromosome structural
ensembles in the interphase during the cell-state transitions.
In reality, cells often undergo multiple cell cycles to
accomplish the cell-state transitions. The mitotic chromo-
some exhibits a highly condensed, uniformly cylinderlike
structure, regardless of the cell type [74], and recovers to
the specific cell-type-dependent form in the interphase after
mitosis [12,75]. In this regard, it is a reasonable assumption
that the chromosome condensation and decondensation
during the cell cycle is nonspecific, based on the fact that
the chromosome structure in the interphase upon the entry
into mitosis can be fully reconstructed after the cell cycle.
Thus, the chromosome structural dynamics during the cell-
state transitions are a combination of the nonspecific cell-
cycle-dependent condensation and decondensation and the
specific cell-fate-dependent reorganizations, which likely
occur only in the interphase [76]. Given the fact that cells
spend most of the time residing in the interphase during the
cell cycle, while the cell cycle has a much faster timescale
than cell development, the fast dynamics of the cyclic
nonspecific chromosome condensation and decondensation
can be averaged out [77], rendering a focus on the slow
dynamics occurring in the interphase. This implementation
eventually leads to a simplified picture of chromosome
structural reorganizations at the interphase of the cells during
the cell-state transition processes, in line with the landscape-
switching model (Fig. S1, details in the Supplemental
Material [26]).

The landscape-switching model provided an effective
way to simulate the chromosome structural reorganizations
during the transitions among the pluripotent embryonic
stem cell (ESC), the terminally differentiated fibroblast
(Fibro), and the neuron (Neuron) cells. Our results showed
that the chromosome can readily reach the structural
ensemble at the new cell states by gradually adapting
the contact probability map during simulations, which
represent the cell-state switching processes [Fig. 2(a)].
To see whether the model is capable of correctly describing
the chromosome structural changes, we then compared the
chromosome structures from the simulations with the
ones from the in vivo transitions, where the Hi-C data
are available. In this regard, we focused on the neural
progenitor cells (NPCs), which give rise to the Neuron cells
upon differentiation. The chromosome during the neural
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FIG. 2. Chromosome structural reorganizations during differentiation, reprogramming, and transdifferentiation. (a) The chromosome
contact probability evolving along with time during the cell-state transitions. The contact maps of the ESC, NPC, Fibro, and Neuron
cells are derived from the experimental Hi-C data. The contact maps at t = 0.1z, 7, 10z, and 1007 of each transition are calculated, where
7 is the unit of MD time. The ideograms of the chromosome segment used in our study (chrl14: 20.5-106.1 Mb) are annotated by the
compartment status at the corresponding cell state. The contact map is at the 100-kb resolution. (b) The correlation of the distance-
corrected contact probability map during the transition with the ones at the initial (solid line) and final (dashed line) states of the
transition, as well as the NPC (purple line) [78]. The correlation is indicated by the coefficient of determination R?.

differentiation from the ESC should adopt the structures at
the NPCs and be structurally distinct from the ones on the
developmental path of the Fibro cell.

For the ESC differentiation to the Fibro cell (Diffz_ r),
we observed that the correlation R? of the simulated contact
map with the experimental ones of the ESC and Fibro
cell monotonically decreases and increases during the
differentiation, respectively [Figs. 2(b) and S2 in the
Supplemental Material [26] ]. It characterizes and quanti-
fies a cell developmental process, in which the chromo-
some gradually deforms the structures in the ESC and
forms the structures in the differentiated cell. Interestingly,
the correlation of the contact probabilities during the
simulations with the Hi-C data of the NPC remains
relatively weak, indicating that the chromosome does not
adopt the structures in the NPC.

We found that R? of the simulated contact probabilities
with the ones of the NPC and Neuron cell increases
significantly during the ESC differentiation to the Neuron
cell (Diff;_, 5). Due to the highly correlated Hi-C data in the
NPC and Neuron cell (Fig. S3 in the Supplemental Material
[26]), the differentiation of the ESC to the Neuron cell not
only increases the correlation of the contact map to the one at
the Neuron cell, but also naturally increases the correlation to
the NPC. However, we found that the initial increase of R?
with the NPC during transition is followed by a decrease, in
contrast to the monotonic increase of R? with the Neuron cell.
The nonmonotonic profile of R? suggests that the transition
initially approaches the NPC in terms of forming the

structures in the NPC, characterized by the highly correlated
contact maps (Fig. S4 in the Supplemental Material [26]).
The transition is then followed by proceeding to the Neuron
cell through deformation of the structures in the NPC and
formation of the structures in the Neuron cell, indicated by a
decrease of the correlation in contact maps.

During reprogramming, the trajectories of R> do not
exhibit to follow the reverse of those for the differentiation.
The result indicates that reprogramming does not necessarily
use the reversal of the developmental path, in line with the
observations by previous experiments [79—81]. In addition,
the slight increases after the significant decreases in R?
with respect to the NPC and the initial cell states at the late
stages of both reprogramming processes were observed.
The finding is reminiscent of a recent experiment, where
Cacchiarelli et al. characterized a nonmonotonic repro-
gramming trend in terms of the transcriptional activities
and epigenomic profiles [82]. For the transdifferentiation
between the Fibro and Neuron cells, we found the non-
monotonic R? profile for the transition from the Fibro to
Neuron cells (TDg_,y), similar to the observation in the
Diff;_, y transition. This suggests that the chromosome can
adopt the structures in the NPC during the neural trans-
differentiation. Our result is in line with the recent exper-
imental finding that an NPC-like cell state was observed
during the direct reprogramming of the Fibro to Neuron cells
based on the single-cell transcriptomics data [83].

The 3D architectures of chromosomes are hierarchi-
cally organized from the mega-base-sized topologically
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FIG. 3. Quantified chromosome structural reorganization path-

ways during differentiation, reprogramming, and transdifferen-
tiation from the TADs perspective. The quantified pathways are
shown in the PCA plots of the insulation score profiles projected
at the first two PCs for (a) differentiation, (b) reprogramming,
(c) conversion to the Fibro cell, (d) conversion to the Neuron cell,
(e) deformation from the Fibro cell, and (f) deformation from the
Neuron cell. The averaged pathways are collected and shown in
(g). The shadow regions indicate the error bars of the averaged
pathways from the bootstrapping analysis. The scheme illustrat-
ing the six cell-state transitions is shown in (h).

associating domains (TADs) [84-86] to the long-range
phase-segregated compartments, which span multiple mega-
bases of DNA [7]. The chromosomal loci within one TAD
exhibit strong interactions, while the interactions between
the loci across the TAD are highly reduced. We used the
insulation score introduced by Crane et al. to describe the
TAD structural formation (Fig. S5 in the Supplemental
Material [26]) [87]. The insulation score, which is calculated
from the contact map, has been widely used to identify the
TAD boundaries and further the TAD formation. A lower
(higher) insulation score corresponds to a stronger (weaker)
local insulation tendency to form the TAD boundary. We
collected all the insulation score profiles along the simulation
trajectories and generated the principal component analysis
(PCA) plots (details in Supplemental Material [26]). The
insulation score profile at each time point was projected as
one dot onto the first two principal components (PCs), and
the distances between the dots on the plots indicate the
differences between the insulation score profile at different
time points (Fig. 3).

From the TAD structural perspective, we found that the
NPC is on the path from the ESC differentiation to the
Neuron cell (Diffy_, ) [Fig. 3(a)]. In contrast, the differ-
entiation pathways of the ESC to Fibro cells (Diff;_, ) do
not go through the NPC, as these two differentiation
pathways bifurcate at the very early stage from the ESC.
Interestingly, the NPC is not located on the pathways of
reprogramming from the Neuron cell to the ESC, though
the distance between the NPC and paths is not very
significant [Fig. 3(b)]. These two reprogramming pathways

from different differentiated cells (Repry_, ; and Repry_ ;)
merge at the late stages very close to the ESC.

We further compared the processes of forming the
differentiated cell through the ESC (via differentiation)
and the other differentiated cell (via transdifferentiation)
[Figs. 3(c) and 3(d)]. We found that the pathways toward
the same destination only overlap at the very late stages,
suggesting that the initial state of the transition defines
the specificity of the pathways. It is noteworthy that the
NPC is not located on the pathways of the Fibro to Neuron
transition (TDy_ ). This is consistent with the experimen-
tal evidence that the NPC-like intermediate state during the
transdifferentiation from the Fibro to Neuron cells shows a
deviation of gene expression patterns from the canonical
NPC [83]. By examining the pathways of deforming Fibro
and Neuron [Figs. 3(e) and 3(f)], we found that these two
pathways bifurcate at the very early stages.

By collecting all the trajectories, we calculated the
averaged pathways of the cell-fate decision-making proc-
esses for this simple three-cell system. Two features can be
captured. First, there is irreversibility for the two processes
in the opposite directions between any pair of these three
cell states [Fig. 3(g)]. The irreversibility reflects the non-
equilibrium essence of the cell-fate decision-making proc-
esses. Second, our results at the TAD structural level predict
that the NPC is formed during the ESC differentiation to the
Neuron cell [Fig. 3(h)].

We further performed a similar PCA on the simula-
tion trajectories of the enhanced contact probability matrix
Poys/Peyp, Where P and Pey, are the observed and
expected contact probability at 1-Mb resolution (details in
Supplemental Material [26]). The matrix P s/ Py, provides
the information of the compartment formation at the long
range (Fig. S6 in the Supplemental Material [26]) [7,88].
Similar to the observations of TADS on the PCA plots, we
found that the differentiation pathways toward different
somatic cells from the ESC bifurcate at the early stages
[Fig. 4(a)] and differentiated cell reprogramming pathways
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contact probability 10g; (Pops/ Pexp)-
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merge at the late stages [Fig. 4(b)]. Previous experiments
found that the somatic cell reprogramming exhibits cell-of-
origin-specific 3D genome structures at the early stages of
forming the pluripotent cells [89,90]. The convergence of
the paths from different cells to the final states occurs only at
the very late stages of reprogramming, where the massive
changes in the chromosome structures have already been
accomplished, resulting in the ESC-like states [89]. Our
predictions on the quantified pathways are in very good
agreement with these experimental observations. We also
found that the NPC is very close to the neural differentiation
(Diffg_,y) [Fig. 4(a)] and transdifferentiation pathways
(TDg_ y) [Fig. 4(d)], but not the reverse transdifferentiation
pathways [Fig. 4(c)]. The results suggest that the chromo-
some can adopt the structures at the NPC during the neural
developmental and transdifferentiation processes [Fig. 4(h)],
in line with the experimental characterization on the Fibro-to-
Neuron transdifferentiation pathways [83]. The early bifur-
cation of the transition pathways from the same initial states
was also observed at the level of P/ Pey,, [Figs. 4(e)-4(g)].

Because the detailed molecular nature of the interactions
was not considered, our model does not explicitly capture the
protein-mediated processes that drive the chromosome
organization, such as the loop extrusion in TADs [91] and
heterochromatin protein 1 involved phase separation in
compartmentalizations [92]. In fact, the trajectories from
our simulations describe the cell-state transition-triggered
dynamical rearrangements of the chromosome structure
ensembles, which are the eventual results from these molecu-
lar processes. In addition, our model focuses on the chromo-
some structural reorganizations at interphase during the cell-
state transitions; thus it does not aim to fully capture the
underlying dynamics of the processes. To seek the micro-
scopic molecular-level mechanisms of chromosome struc-
tural dynamics in cell-state transitions, future improvements
can be targeted by incorporating the promising mechanistic
models into the landscape-switch approach [ 18] and explicitly
taking into account the cell-cycle processes [93].

Our model combines the equilibrium and nonequilibrium
approaches in one simple unified framework, which captures
the nonadiabatic nonequilibrium phenotypic switching
essence of the complex cell-state transition. Our finding
enables an advanced understanding of the processes from the
landscape perspective (Fig. S7 in the Supplemental Material
[26]). The good agreement between the simulations and
experiments promotes the model as a general approach that
goes beyond the interpolation-based method (Figs. S8-S11,
details in Supplemental Material [26]) [13,94].
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