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The excitonic fine structure plays a key role for the quantum light generated by semiconductor quantum
dots, both for entangled photon pairs and single photons. Controlling the excitonic fine structure has been
demonstrated using electric, magnetic, or strain fields, but not for quantum dots in optical cavities, a key
requirement to obtain high source efficiency and near-unity photon indistinguishability. Here, we
demonstrate the control of the fine structure splitting for quantum dots embedded in micropillar cavities.
We propose and implement a scheme based on remote electrical contacts connected to the pillar cavity
through narrow ridges. Numerical simulations show that such a geometry allows for a three-dimensional
control of the electrical field. We experimentally demonstrate tuning and reproducible canceling of the fine
structure, a crucial step for the reproducibility of quantum light source technology.
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Semiconductor quantum dots (QDs) have emerged as
excellent emitters of single photons [1] and entangled
photon pairs [2,3] with exciting prospects for both optical
quantum networks and processors. The neutral exciton state
in an epitaxially grown QD exhibits a fine structure splitt-
ing (FSS) arising from a reduced symmetry of the nano-
structure as well as valence band mixing [see Fig. 1(b)]
[4,5]. Canceling this FSS has long been identified as a key
requirement for the on-demand generation of polarization-
entangled photon pairs via the radiative biexciton-exciton
cascade [6,7]. Similarly, near-zero FSS was shown to
enable high fidelity initialization of long-lived quantum
dot hole spin qubits [8]. Conversely, it was very recently
shown that the brightness of an exciton based single-photon
source under resonant pumping could be optimized for an
optimal finite FSS value [9]. A large variety of techniques
are thus explored to control the FSS. Material growth and
processing are tailored to reduce the average FSS—for
instance, growing small QDs [10], performing postgrowth
annealing [11], or using droplet epitaxy [12]. Fine-tuning
of the residual FSS is explored through the application of
both magnetic and electric fields [10,13,14] as well as strain
[15,16]. However, the control of a single degree of freedom
only leads to zero FSS if the applied field points along the
major axis of QD asymmetry [17–19]. To universally
eliminate the FSS, it was theoretically shown that two
independent and nonparallel external controls are needed
[20], e.g., biaxial strain or two vector components of an
applied electromagnetic field. Adding a third control
further allows independent tuning of the FSS and the
average exciton transition energy [21].

Over the years, the toolbox for controlling the FSS has
become diverse and efficient, leading to record entangle-
ment fidelity for entangled photon pairs [22]. However,
such control has not yet been achieved for QDs inserted in
optical cavities, a crucial step to ensure high collection
efficiency of the single and entangled photons [23–25],

FIG. 1. (a) SEM image of a 10 μm diameter micropillar cavity
with QDs embedded at its center. Ridges connect the pillar to
three electrical contacts defined via gold pads. The image has
been artificially colored to evidence the different components of
the structure. (b) Schematic of the exciton energy levels.
(c) Schematic enlargement of the pillar structure highlighting
the top and bottom cavity mirrors defining the cavity in the
vertical direction. The QD layer is vertically centered in the
cavity.
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and for reaching near-unity photon indistinguishability
[23,24,26].
Here, we propose a structure that allows controlling the

excitonic FSS for quantum dots inserted in monolithic
micropillar cavities. We define three independent control
knobs by remotely applying three electric potentials on
large p-i-n diodes that are connected to the pillar cavity
through narrow ridges. The vertical p-i-n doping profile
extends over the full device. Finite element simulations are
conducted to monitor both the stationary electric field and
current in the structure for various bias situations, evidenc-
ing a control of the electric field at the position of the QD in
all three directions of space. We experimentally explore this
approach and demonstrate both a control of the FSS
amplitude and of the orientation of the exciton transition
dipoles. We find that various combinations of applied
voltages reduce the FSS close to or below the radiative
linewidth. Furthermore, similar values of FSS can be
obtained for different excitonic wavelengths.
The structure proposed to control the excitonic FSS for a

QD in a cavity is illustrated in Fig. 1(a). We start from a
planar GaAs=AlGaAs microcavity grown on a GaAs
substrate. For the sample under investigation, the bottom
(top) distributed Bragg reflector (DBR) consists of 34 (16)
pairs of λ=4-thick GaAs=AlGaAs layers. The DBRs sur-
round a λ-thick GaAs cavity spacer with a layer of annealed
InGaAs QDs in its center. Vertically, the multilayer
structure defines a p-i-n junction with p(n) doping for
the top (bottom) mirror and an intrinsic region within the
cavity spacer embedding the QDs. Laterally, the planar
structure is etched to define circular pillar cavities with

10 μm diameters that are connected through three 3 μm
wide, 50 μm long ridges to large mesas where titanium-
gold pads are defined for electrical connection. Each pad
can be connected to an independent voltage source with the
gold-coated back of the substrate defining a common
ground potential. By applying various values for the three
biases labeled VA, VB, and VC, one can control the
amplitude and direction of the electric field at the center
of the pillar cavity in the three directions of space.
To evidence such a possibility, we first performed a finite

elements method (FEM) study (COMSOL Multiphysics).
For computational efficiency, we replaced the vertical DBR
layer structure by a single GaAs slab with a vertical p-i-n
doping profile. Such a simplification allows for a qualita-
tive understanding of the physics at play disregarding the
complex modulation doping structure that one needs to
implement in the DBR structure. Figures 2(a)–2(c) display
the calculated electric field along z, Ez, as well as the
amplitude jExyj and in-plane angle φ of the in-plane electric
field at the center of the micropillar cavity. We applied two
electric potentials VA and VB, whereas VC was not fixed by
an external potential. φ ¼ 0 corresponds to the direction
along ridge C. Along the vertical direction, the calculated
electric field Ez presents a large amplitude for negative
values of VA and VB, and progressively decreases when
going to the passing regime for both diodes A and B. The
in-plane electric field components, on the other hand, show
a more subtle behavior and four regimes can be identified
as indicated in the four areas labeled 1 through 4 in
Fig. 2(b). They essentially correspond to the regimes of
nonpassing and passing p-i-n junctions for each of the two

FIG. 2. FEM simulation as a function of VA and VB (unconnected diode C). (a)–(c) Calculated electric field Ez, amplitude jExyj, and
angle φðExyÞ of the in-plane field. φ ¼ 0 is the direction along ridge C. (d) Calculated net current flowing through the device. Four
regions are defined in (b): (1) nonpassing, (2),(3) one diode passing, and (4) two-diode passing [see panel (d)]. jExyj in region (1) was
multiplied by 15 for better visualization. (e)–(h) Distribution of in-plane electric field for regions (1)–(4). Red lines mark the orientation
of ridges A–C. Each point in (e)–(h) corresponds to a value pair (VA, VB) in steps of 0.1 V. The color of each point in (e)–(g)
[respectively (h)] is the same as for the corresponding point in panel (b) [respectively (c)].
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electric potentials as evidenced by Fig. 2(d) presenting the
total current flowing through the device (in logarithmic scale).
Figures 2(e)–2(h) present the in-plane electric field

components in polar plots for each regime. Each point
corresponds to a value of (VA, VB) by steps of 0.1 V
and its color provides some correspondence between
Figs. 2(e)–2(h) and 2(b), 2(c) (see figure caption). For
area 1 [Fig. 2(e)], the amplitude of the in-plane field
amplitude depends mostly on the applied voltage difference
jVA − VBj but its direction remains normal to the uncon-
nected ridge C (φ ¼ �π=2): the current flows along the
p-doped upper DBR with an in-plane field parallel to it,
dictated by the Ohmic resistivity of the p-doped material
(see Supplemental Material [27], Fig. S2). Note that in the
same area, Ez depends mainly on the mean of the applied
potentials 1

2
ðVA þ VBÞ.

The direction of the in-plane electric field is modified
when the junctions are in the passing regime. For the
regime in which only diode A (B) is passing, corresponding
to Figs. 2(f) and 2(e), the field mostly points in the direction
away from diode A (B), yet with a noticeable steering effect
resulting from the second applied voltage presenting a
current drain on the top surface. Finally, when both diodes
are passing [Fig. 2(h), corresponding to area 4 in Fig. 2(b)],
the angle φ of the in-plane electric field covers a range of
almost π. Effectively, we generate two independent non-
parallel current components that are both drained to the
common ground on the back side of the p-i-n junction.
There are thus at least two ways to generate in-plane

electric fields with directional control at the center of the

cavity. First, for a nonpassing p-i-n junction, using the third
control knob VC (in addition to VA and VB) would allow
one to control the field amplitude in the three directions
normal to each one of the ridges as it was the case for the
direction normal to ridge C with only one pair of voltages
(VA and VB) in Fig. 2(e). Second, for large forward bias,
two electric potentials suffice to control both orientation
and magnitude of the field.
The link between the observed in-plane electric field

behavior and current flows is shown in Fig. S2 in the
Supplemental Material [27]. In all regimes, except for area
4, the current and electric field are roughly parallel to each
other. For area 4, two nonparallel current components are
created that are both drained through the p-i-n junction in
the passing regime. We emphasize, however, that the
absolute value of the calculated current is largely overesti-
mated numerically because of the strongly simplified
doping structure considered in the z direction, as exper-
imentally evidenced hereafter.
We tested this scheme experimentally on 10 μm diam-

eter pillar cavities that do not show discrete optical modes,
hence avoiding any cavity birefringence effect that could
perturb the polarization analysis [28]. We perform polari-
zation-resolved microphotoluminescence (μPL) studies at
4 K, under quasiresonant (p-shell) continuous-wave exci-
tation [29]. We studied two QDs (QD1 and QD2) inserted
into two distinct cavities. Figure 3 shows the experimental
data obtained for QD1 and Fig. 4 for QD2. Complementary
measurements for both QDs are shown in the Supplemental
Material [27]. Figure 3(a) presents the measured sum of

FIG. 3. (a) Measured net current flowing through the p-i-n junction as a function of VA and VB. (b) Polar plots of the exciton energy
shift in QD1 as a function of the linear polarization angle of detection (blue circles) for various value pairs of VA and VB together with
fits to a sine function (solid red lines). The scale for the radial direction is given in the top-left polar plot in units of μeV. The FSS reduces
down to 0.4� 0.20 μeV for VB ¼ −2 V and VA ¼ −1 V, a value well below the radiative linewidth of typically 1 μeV for QDs in bulk.
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currents flowing through the connections to the two inde-
pendent voltage sources. This sum corresponds to the
portion of the current that flows through the p-i-n junction,
since the horizontal current flowing on top of the device
cancels out in this calculation. Figure 3(a) allows one to
identify the various regimes for the FSS control and
evidences maximal current in the μA range, orders of
magnitude lower than predicted by our simplified numerical
simulations. The passing regime is obtained for VA ≥ 2 V
and VB ≥ 4 V. This asymmetry, which is not accounted for
in our numerical simulations, can be due to imperfections of
the 1D ridges exhibiting different Ohmic resistances; see
Fig. S6 in the Supplemental Material [27].
We obtain the FSS by measuring the exciton peak energy

that undergoes a sinusoidal shift of amplitude ΔFSS as a
function of the angle θ of the detected linear polarization
(see Fig. S1, Supplemental Material [27]). In Fig. 3(b),
polar plots of this shift are reported for different voltages
VB and VA. For each voltage, the angular dependence is
fitted by the function ΔFSSðcos½2ðθ − θ0Þ� þ 1Þ=2 where θ0
refers to the polarization angle of the high energy exciton
line. Strong variations of both the amplitude of the FSS (up
to ∼20 μeV) together with a rotation of the exciton
eigenaxes are observed depending on the applied voltages.
The characteristic signature of a cancellation of the FSS,
where the eigenaxes of the high and low energy exciton
lines are exchanged when (ideally) crossing the zero FSS
point [19,20], is observed for both the passing regime (VA
around 3 V and VB around 3.5 V) and the nonpassing
regime (VA < 0 V and VB < 0 V). We note that a reduc-
tion of the FSS down to 0.4� 0.20 μeV is observed for
VB ¼ −2 V and VA ¼ −1 V, a value well below the
radiative linewidth of typically 1 μeV for QDs in bulk
[30]. Finally, we note that the FSS varies nonmonoto-
nously, showing various local minima. Such an observation
is not directly explained by the electrical field, which,
according to our numerical simulations, should evolve
monotonously. This rather reveals the complex dependence
of the FSS on the electric field, as already reported in
Ref. [14] for an electric field applied in plane.

Similar results for QD2 are reported in Fig. 4(b) for a
smaller dataset evidencing an FSS down to 1.3� 0.7 μeV
for point VA ¼ 0 V and VB ¼ 1 V, again below the
radiative linewidth within error bars. Figure S4 in the
Supplemental Material [27] shows an extended dataset,
evidencing a nonmonotonous variation of the FSS very
similar to the one observed for QD1. Figure 4(a) presents
the average exciton energy shift for QD2 due to the
quantum confined Stark effect as a function of both applied
voltages. It demonstrates an energy shift within a range of
around 80 μeV. This behavior, also observed for QD1 (see
Fig. S3, Supplemental Material [27]) is of particular interest
to reduce or modify the FSS for different central exciton
energies. This possibility is evidenced in Fig. 4(b), where
similar FSS values are obtained at different exciton energy
for voltage combinations 3 and 4 as well as for 5 and 6, as
indicated by the color of the measured points correspond-
ing to the energy shift scale of Fig. 4(a).
Finally, we emphasize that the present method relies on a

vertical doping structure and remote contact geometry very
similar to the one already used with one contact only to
obtain highly indistinguishable photons for QDs determin-
istically positioned in micropillar cavities [9,24]. It should
thus allow high photon indistinguishability when combined
with a resonant excitation scheme. Note that the nonreso-
nant excitation was needed here to collect all polarization
directions but would reduce indistinguishability because of
charge noise (see Fig. S5, Supplemental Material [27]) and
time jitter.
In conclusion, we have proposed a new scheme to

control the exciton fine structure of a QD inside a cavity.
We demonstrated a tuning of the FSS in the 10–20 μeV
range [21,31], which is shown to be sufficient to cancel the
FSS of annealed InGaAs QDs. We also reported an 80 μeV
exciton energy tuning range—a value that is sufficient to
tune the QD exciton into resonance with the pillar cavity
mode when combined with the in situ lithography tech-
nique [32], a powerful technique to obtain bright sources of
single or entangled photon pairs [24,25]. Several param-
eters can be explored to increase the amplitude of the
electric field variation: length and width of the connecting
ridges, vertical doping structures, etc. Our Letter thus opens
the path toward the fabrication of bright sources of single
photons and entangled photon pairs, with control of both
the QD-cavity detuning and the excitonic fine structure.
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FIG. 4. Measurements for QD2. (a) Energy shift of the
averaged exciton transition as a function of VA and VB relative
to its energy at VA ¼ VB ¼ 0. (b) Polar plots of the exciton
energy shift as a function of the linear polarization angle of
detection (circles) for the 6 points indicated in (a). The color of
the points corresponds to the energy shift color scale shown in (a).
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