
Fluxonium: An Alternative Qubit Platform for High-Fidelity Operations

Feng Bao,1 Hao Deng,1 Dawei Ding,2 Ran Gao,1 Xun Gao,2 Cupjin Huang,2 Xun Jiang,1 Hsiang-Sheng Ku,1

Zhisheng Li,1 Xizheng Ma,1 Xiaotong Ni,1 Jin Qin,1 Zhijun Song,1 Hantao Sun,1 Chengchun Tang,1

Tenghui Wang,1 Feng Wu,1 Tian Xia,1 Wenlong Yu,1 Fang Zhang,2 Gengyan Zhang,1 Xiaohang Zhang,1

Jingwei Zhou,1 Xing Zhu,1 Yaoyun Shi,2,* Jianxin Chen,2 Hui-Hai Zhao,3 and Chunqing Deng1,†
1Alibaba Quantum Laboratory, Alibaba Group, Hangzhou, Zhejiang 311121, People’s Republic of China

2Alibaba Quantum Laboratory, Alibaba Group USA, Bellevue, Washington, D.C. 98004, USA
3Alibaba Quantum Laboratory, Alibaba Group, Beijing 100102, People’s Republic of China

(Received 12 January 2022; accepted 1 June 2022; published 28 June 2022)

Superconducting qubits provide a promising path toward building large-scale quantum computers. The
simple and robust transmon qubit has been the leading platform, achieving multiple milestones. However,
fault-tolerant quantum computing calls for qubit operations at error rates significantly lower than those
exhibited in the state of the art. Consequently, alternative superconducting qubits with better error
protection have attracted increasing interest. Among them, fluxonium is a particularly promising candidate,
featuring large anharmonicity and long coherence times. Here, we engineer a fluxonium-based quantum
processor that integrates high qubit coherence, fast frequency tunability, and individual-qubit addressability
for reset, readout, and gates. With simple and fast gate schemes, we achieve an average single-qubit gate
fidelity of 99.97% and a two-qubit gate fidelity of up to 99.72%. This performance is comparable to the
highest values reported in the literature of superconducting circuits. Thus our work, within the realm of
superconducting qubits, reveals an alternative qubit platform that is competitive with the transmon system.
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The performance of a quantum processor, characterized
by the fidelity of its operations, is confined by the ratio
between the operation time and the decoherence times of
the qubits. Early superconducting qubits, such as the
Cooper-pair box qubit [1] and flux qubit [2], suffer from
extremely fast dephasing rates due to their large suscep-
tibility to charge or flux noises. By shunting the Josephson
junction with a large capacitor, the transmon qubit [3]
protects against charge-noise-induced dephasing, leading
to its exceptional success in the past decade [4–6].
However, this protection comes at the cost of a reduced
anharmonicity. Although advanced qubit control schemes
[7,8] and frequency-selective processor architectures [9,10]
can be adopted to circumvent the speed limit of gate
operations imposed by the weak anharmonicity, the leakage
to noncomputational states in such fast operations re-
mains a challenge to quantum error correction [11,12].
Furthermore, transmon qubits still suffer from relaxation
due to material imperfections such as dielectric loss
[13,14], which can be challenging to improve [15].
In contrast, by shunting the Josephson junction with a

large linear inductor, fluxonium [16] protects against low-
frequency charge fluctuations while retaining a large
anharmonicity. Compared with a flux qubit, the flux-
noise-induced dephasing of fluxonium is suppressed by
the large inductor, enabling operations away from its flux
insensitive point. Additionally, fluxonium can be operated
at a qubit frequency ≲1 GHz where energy relaxation is

largely reduced due to its suppressed coupling to dielectric
loss. Indeed, isolated single fluxonium qubits have demo-
nstrated long coherence times ranging from a few hundred
microseconds to a millisecond [17–19].
Despite these intuitive advantages, combining high

coherence with fast operations, including gates, reset,
and readout, in a single high-fidelity fluxonium processor
remains challenging. First, the large shunt inductor, com-
posed of more than a hundred Josephson junctions, is
susceptible to additional decoherence sources. The best
fluxonium qubits achieve an intrinsic loss tangent of
approximately 10−6 [17,19], defined as the qubit decay
rate divided by its frequency, an order of magnitude worse
than that achieved in the state-of-the-art transmon [20,21].
Therefore, fluxonium qubits need to be operated at a much
lower frequency than a typical transmon qubit to reach a
comparable coherence time. Second, the suppression of
energy relaxation from dielectric loss at a low qubit
frequency often leads to a weaker qubit-qubit interaction
and slowdown of the two-qubit gate speed in the widely
adopted capacitive coupling scheme. Consequently, two-
qubit gate demonstrations [22,23] thus far have been
limited to microwave-activated schemes that exploit
dynamics outside the computational space and thus are
limited by the relatively short-lived higher excited states.
Here, we consider a two-qubit system with direct

capacitive coupling for gates only involving levels within
the computational space. We choose the circuit parameters
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to minimize the two-qubit gate error by balancing two
primary error sources: decoherence and stray ZZ inter-
actions [24]. In particular, the decoherence error can be
reduced by decreasing the qubit frequency and increasing
the coupling strength for a fixed gate time at the expense of
increasing ZZ errors arising from the strong interactions
between the computational levels and higher excited states.
For an iSWAP gate, we find the best gate fidelity at the
qubit frequencies around 1.2 GHz and coupling strength
corresponding to a gate time of approximately 40–50 ns,
assuming dielectric loss at the level of 10−6.
We perform meticulous engineering to combine high-

coherence fluxonium qubits with a planar integrated circuit
that is similar to a scalable transmon processor [48]. As
shown in Figs. 1(a) and 1(b), our processor consists of two
capacitively coupled fluxonium qubits QA and QB in a
circuit quantum electrodynamics architecture [49]. The
qubits can be addressed individually using microwave
signals to perform independent excitation through charge
lines and dispersive readout through dedicated quarter-
wave resonators. Using on-chip flux lines, we independ-
ently control the frequency of each qubit by imposing a flux
Φα

ext (α ¼ A or B) that threads its qubit loop, formed
between the phase-slip Josephson junction and the linear
inductor consisting of an array of 100 Josephson junctions.
Importantly, the flux lines with DC-300 MHz bandwidth
allow for rapid tuning of the qubit frequency. This enables

one to operate the qubit at different frequencies for reset,
gates, and readout for best performance as well as two-
qubit swapping operations that remain entirely within the
computational space at a theoretically maximum speed
limited by the qubit-qubit coupling strength.
The measured qubit spectrum versus the flux bias of QA

and its fit to the fluxonium model is shown in Fig. 1(c) [25].
At ΦA

ext ¼ Φ0=2, the qubit frequency, defined as the
transition frequency between the ground and first excited
states, is first-order insensitive to flux noise (known as the
flux sweet spot) and ω10 ¼ 2π × 1.09 GHz. The transition
frequency between the first and second excited states is
given by ω21 ¼ 2π × 3.02 GHz. The qubit anharmonicity,
measured by a quantity defined as ðω21 − ω10Þ=ω10, is
1.771, one order of magnitude larger than that of a typical
transmon qubit. We measure the qubit-qubit coupling
strength by probing the flux-dependent spectrum of QA
with QB idled at its flux sweet spot, at a qubit frequency of
1.33 GHz [Fig. 1(e)]. From the level repulsion due to
transverse coupling between the states j1A0Bi and j0A1Bi,
where jkAlBi denotes the excitation level kðlÞ for QAðQBÞ,
a spin-exchange interaction strength g ¼ 2π × 11.2 MHz is
obtained from the minimum size of the energy splitting.
To exploit the large anharmonicity and the first-order

protection against the flux noise of fluxonium, we operate
the qubits around their ΦA

ext ¼ ΦB
ext ¼ Φ0=2 flux sweet

spots. In Fig. 1(d), we show the energy diagram of the
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FIG. 1. (a) False-colored optical image of the fluxonium processor made of aluminum (colored and white) on a silicon substrate
(black). The colored metals correspond to the circuit components in the schematic shown in (b). The two qubits QA (red) and QB
(purple), each consisting of a superconducting loop made from Josephson junctions [25] and a shunting capacitor, couple to each other
through direct capacitive coupling. Individually, qubits are driven through capacitively coupled microwave charge lines (blue),
frequency control is achieved through inductively coupled flux lines (orange), and readout is achieved by measuring the resonant
frequency shift of the microwave resonators (green). (c) Spectroscopy of QA as a function of the external flux through the qubit loop.
Lines indicate a fit to the spectrum of the qubit model. (d) Energy diagrams of the qubit-resonator coupled system for QA at the
ΦA

ext ¼ 0.5Φ0 flux sweet spot andΦA
ext ¼ 0.425Φ0 where the reset is performed. Microwave irradiations used for qubit excitation (blue),

reset (red), and readout (green) are shown as arrows. Dashed lines indicate levels without qubit-resonator interaction. (e) two-qubit
spectroscopy with the transition frequency of QA sweeping across that of QB idled at the flux sweet spot.
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coupled qubit-resonator system for QA to explain the
resonator-assisted operations, including the readout and
reset. The level labeled jkAnRi corresponds to a product
state with kA and nR excitation in the qubit QA and in the
resonator, respectively. Although the qubit is far detuned
from the readout resonator with a resonant frequency
ωR ¼ 2π × 6.696 GHz, a sizable qubit state dependent
resonance shift χ ¼ 2π × 0.63 MHz is obtained and can
be attributed to the strong coupling and hybridization of the
j3A0Ri and j0A1Ri states [25]. Thus, qubit readout can be
achieved by performing homodyne measurements at the
resonator frequency. The readout resonator has a photon
spontaneous emission rate κ ≈ ð70 nsÞ−1, which allows for
fast readout, and is also used as a damping channel for qubit
reset. We note that reset is a necessary operation for
fluxonium as the qubit energy ℏω10 ≲ kBT therefore the
first excited state can be thermally populated. We imple-
mented a red-sideband reset similar to Ref. [50], in which
the population is first transferred from j1A0Ri to j0A1Ri and
then quickly relaxes to the ground state j0A0Ri through
resonator emission. Simultaneous to the red-sideband
drive, we apply a fast flux pulse to offset the qubit away
from the ΦA

ext ¼ Φ0=2 point, lifting the selection rule for
this sideband transition. This reset scheme is naturally built
in our processor architecture. It is robust in a sense that it
requires neither multiple microwave tones nor high-power
excitations that could lead to spurious transitions thus is
advantageous over the previous schemes [18,50]. After
reset, we identified a ground state population of greater
than 95% and a readout contrast of 88%. The reset and
readout fidelity can be further improved by increasing the
sideband transition matrix element with larger flux offset
and increasing the readout signal-to-noise ratio with a
quantum limited amplifier [51].
The coherence times of the qubits at the flux sweet

spots are measured to be T1 ¼ 80ð57Þ μs and T2;echo ¼
30ð17Þ μs for QAðQBÞ. We also measured the flux depend-
ence of coherence times within a few hundred MHz qubit
frequency in the vicinity of the Φα

ext ¼ Φ0=2 point where
both T1 and T2 nominally have the highest values. The data
is consistent with dielectric loss, i.e., relaxation to two-
level systems, and dephasing due to low-frequency flux
noise [25].
Because of the large anharmonicity and high coherence,

we can perform fast, high-fidelity single qubit operations
with simple control pulses. Specifically, we pulse on the
resonant microwave drives with simple cosine envelopes
[25] to rotate the qubit in its Bloch sphere. We calibrate [25]
a primary set of gate operations in qubit QA, denoted as
fI; Xπ; Yπ; X�π=2; Y�π=2g, consisting of 0, π, and π=2
rotations around two independent axes X and Y, with a
fixed gate duration of 10 ns. The fidelity of these primary
gates can be characterized using randomized benchmarking
(RB) of Clifford operations [52–54] [Fig. 2(a)]. Before
every sequence, we initialize the qubit into its ground state

by a reset. This measurement extracts an average fidelity of
99.97% across all primary gates [25]. We then further
benchmark the fidelity of each specific gate (G) by
appending it after every Clifford operation. We find that
the fidelities of identity (I) and the Xπ=2 gate are 99.99%
and 99.98% respectively, in reasonably good agreement
with the limit of decoherence [25]. However, the error of
the Xπ gate, extracted from its 99.96% fidelity, is more than
double of that of the Xπ=2 gate and thus cannot be explained
by decoherence alone.
We next measure the gate fidelity of Xπ=2 as a function of

the gate duration. A gate with a shorter duration is
implemented with a larger amplitude to ensure a fixed
π=2 rotation angle. The experiment is performed on QB,
and the results are shown in Fig. 2(b). The gate fidelity
generally increases with deceasing gate duration and
remains close to the coherence limit (black dashed line).
We observe no sign of elevated gate error on short gate
durations down to 10 ns without employing advanced
pulse-shaping techniques such as derivative removal by
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FIG. 2. (a) Sequence fidelities of reference and interleaved RB
with sequences of m random Clifford gates. For the fidelity of
each value of m, 20 random sequences are used to obtain the
average sequence fidelity, and the standard deviation is displayed
as error bars. (b) Fidelity of Xπ=2 as a function of gate duration.
The black dashed line represents the calculated coherence limit.
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adiabatic gate [7]. Using numerical simulations, we find
population leakage as low as 10−8 at a 10 ns gate duration,
enabled entirely by the large anharmonicity of the fluxo-
nium qubit [25]. This shows that the gate fidelity is possibly
affected by other sources of imperfections during strong
driving, such as heating or pulse distortions [55].
We complement our single-qubit gates with a two-qubit

iSWAP gate. The iSWAP gate is performed at the point of
avoided level crossing [Fig. 3(a)] due to the direct qubit-
qubit interaction. Specifically, after initializing the qubit
pair into j1A0Bi, we use the broadband flux line to alter the
frequency of qubit QA and bring it adiabatically into
resonance with qubit QB for a duration tg. Figure 3(b)
shows the resulting spin-exchange-like oscillation between
the two qubits at a rate

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2 þ Δ2
p

given by the qubit-qubit
coupling strength g ≈ 2π × 11.2 MHz and the qubit fre-
quency difference Δ set by the flux-pulse amplitude Φamp.
An iSWAP gate is realized at tg ¼ 50 ns and Δ ¼ 0

(magenta dashed line). The fine tuning details of the gate
can be found in the Supplemental Material [25]. To
characterize the performance of our iSWAP gate, we
perform RB as discussed above, but with two-qubit
Clifford gates generated by a combination of the iSWAP
gate and the single-qubit primary gates, fI; Xπ; Yπ;
X�π=2; Y�π=2g. As shown in Fig. 3(c), we find an average
fidelity of 98.77% for two-qubit Clifford gates and a
fidelity up to 99.72% for the iSWAP gate. In Fig. 3(d),
we show the temporal fluctuation of the gate fidelity. In a
10-hour duration, we find an average iSWAP gate fidelity
of 99.60%, demonstrating the very good stability of this
flux tunable gate. Finally, we analyze the limit of this gate
scheme through numerical simulations [25]. We find that
0.05% infidelity can be attributed to control errors due to
pulse imprecision and stray qubit-qubit interactions.
Importantly, because of the large anharmonicity of the
qubit, the stray ZZ interaction strength, measured to be

(b)

(c) (d)

FIG. 3. (a) Schematic of the level structure involving the energy eigenstates j0A1Bi and j1A0Bi. Insert: the flux control pulse that
activates the iSWAP operation. (b) Coherent oscillation of the population between the state j0A1Bi and j1A0Bi, shown as P01 as a
function of the pulse amplitude Φamp and pulse length tg. The magenta dashed line corresponds to the pulse amplitude where the
swapping rate is at the minimum and the system undergoes a complete population exchange from one qubit to the other. (c) Sequence
fidelity of Clifford RB and interleaved RB of the iSWAP gate. Each fidelity is obtained from averaging over 10 random sequences.
(d) Temporal fluctuation of the fidelities for the two-qubit Clifford gates and the iSWAP gate. The error bars are calculated from the
uncertainty of fitting parameters.
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0.235 MHz, only contributes to approximately 0.03% gate
infidelity. Our gate scheme is considerably simpler than the
ZZ-free iSWAP with weakly anharmonic qubits which
either requires a tunable coupler controlled by an advanced
pulse scheme [56] or two different kinds of qubits with
opposite-sign anharmonicity [57]. Moreover, the leakage
error of our gate scheme is negligible. Instead, our iSWAP
gate infidelity is dominated by qubit decoherence, where
qubit relaxation and dephasing each contribute 0.06% and
0.26%, respectively, to gate errors.
To summarize, we realize a fluxonium processor with

single- and two-qubit gate fidelities comparable to the state
of the art in the widely adopted transmon qubits [56,58].
This performance is achieved through simple, fast, and low-
leakage gate schemes with fast frequency tunability and
individual controls. Importantly, this high-fidelity gate set
is demonstrated together with built-in robust reset and
readout in a single device, thus fulfilling all the criteria of
the physical implementation of quantum computing [59].
The theoretical characteristics of fluxonium and our

infidelity analyses lead naturally to an avenue discussed
below for further developments. Although the fluxonium
coherence times in this Letter have not exceeded those best-
reported values, the extracted dielectric loss in our devices
is approximately 10−6 [25], comparable to the most
coherent fluxonium demonstrated thus far [17,19]. We
thus anticipate that a significant improvement in qubit
coherence can be achieved by lowering the frequency,
without the need of further reducing dielectric loss. This
coherence enhancement is a result of the suppressed
transition matrix element of the charge operator of fluxo-
nium, which inevitably slows down the gates based on
capacitive couplings. Inductive couplings, however, do not
suffer from the above limitation. We expect that our gate
schemes can be applied to strongly inductively coupled and
high-coherence fluxonium qubits, leading to even higher
fidelity gates as well as other operations. To scale up,
tunable couplers [4,60] are a crucial component to maintain
high fidelity for parallel operations in a large superconduct-
ing circuit. Such schemes are known for inductively
coupled flux qubits [61,62], which have essentially the
same form of Hamiltonian as fluxonium. Moreover, 3D
integration techniques [63] can be adopted for the sup-
pression of on-chip spurious modes and crosstalk while
providing more wire routing spaces for a large number of
qubits. Therefore, our work not only suggests a viable
alternative path for fault tolerance, but one that may
eventually outperform transmon, the current mainstream
qubit of choice.
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