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We report on a quantum form of electronic flicker noise in nanoscale conductors that contains valuable
information on quantum transport. This noise is experimentally identified in atomic and molecular
junctions and theoretically analyzed by considering quantum interference due to fluctuating scatterers.
Using conductance, shot-noise, and flicker-noise measurements, we show that the revealed quantum flicker
noise uniquely depends on the distribution of transmission channels, a key characteristic of quantum
conductors. This dependence opens the door for the application of flicker noise as a diagnostic probe for
fundamental properties of quantum conductors and many-body quantum effects, a role that up to now has
been performed by the experimentally less-accessible shot noise.
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Flicker noise is typically regarded as the most ubiquitous
noise in nature (see, e.g., Refs. [1–4]). It is also exper-
imentally accessible and widely studied. However, shot
noise is, in fact, the dominant noise used for fundamental
characterization of quantum transport and related many-
body effects. This is despite the challenges involved in
measuring shot noise due to its relative small signal.
Specifically, the combination of electronic conductance
and shot-noise measurements in quantum coherent con-
ductors has been used extensively to extract information on
quantum transport. For example, such measurements play a
central role in the analysis of the fractional quantum
Hall effect [5,6], Kondo effect [7,8], spin-polarized quan-
tum transport [9–14], electron-phonon interaction [15–18],
and in revealing the influence of local atomic structure on
the conductance of atomic and molecular junctions [19–
24]. Electronic shot noise is a useful source for information,
because it depends on the distribution of transmission
channels, which determines quantum transport in the
framework of Landauer formalism [25]. For eV ≫ kBT,
the dependence of the power spectral density of shot noise
on transmission channels is given by [12,25] SSN ¼ 2eIF,
where F ¼ ½Pi τið1 − τiÞ�=

P
i τi is the Fano factor

and τi is the transmission probability at the Fermi energy
of the ith channel (e, electron’s charge; V, applied voltage;
kB, Boltzmann’s factor; T, temperature; I, current).
Considering the distinct dependence of conductance G
on transmission channels [25], G ¼ G0

P
i τi, where G0 ¼

2e2=h is the conductance quantum (h, Planck’s constant),
shot noise and conductance can provide information on the
distribution of transmission channels in quantum conduc-
tors and allow the explorations of many-body interactions
in quantum devices.

Electronic flicker noise has been measured in a variety
of nanoscale systems (see, e.g., Refs. [26–34]), including
atomic and molecular junctions [35–44]. However, the
quantum nature of flicker noise as manifested in the
relation between this noise and the distribution of trans-
mission channels has not been examined experimentally
or theoretically, despite the important role of these
channels. Here, we reveal a quantum version of flicker
noise with a unique dependence on the channels’ trans-
mission probabilities, distinct from the behavior of con-
ductance and shot noise. We use the break junction
technique [45] [Fig. 1(a)] to jointly measure conductance,
flicker noise, and shot noise in an ensemble of atomic and
molecular junctions based on gold (Au) and hydrogen.
The relation between the measured flicker noise and
transmission channels is analyzed with the aid of a model
based on quantum interference in the presence of fluctu-
ating scatterers located near the junction [Fig. 1(a), inset].
Based on the measured flicker noise, shot noise, and
conductance, we perform a transmission channel analysis
[46], reaching a higher accuracy than when merely using
the latter two, as is commonly done. Typically, flicker
noise is more experimentally accessible than shot noise.
Therefore, the combination of flicker-noise and conduct-
ance measurements, or flicker noise, conductance, and
shot noise, can promote a more widespread (in the former
case) and more accurate (in the latter case) analysis of
transmission channels in quantum conductors. Beyond
Landauer transport, we anticipate that the revealed nature
of flicker noise would provide useful information on
Kondo systems, superconducting point contacts, frac-
tional quantum Hall devices, and electron-phonon inter-
action in atomic-scale junctions.
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We treat electron transport in an atomic-scale junction at
low temperature, using a quantum-coherent wave picture.
The junction is separated into three regions [Fig. 1(a),
inset]: (I) The central region (C) is of atomic dimensions

and supports ballistic transport. (II) To the left and right of
region C, we identify the “interface zones,” which extend
within the coherent mean free path. Scattering processes
within these regions are assumed to be elastic and are
treated using the coherent scattering approach. Fluctuating
defects in the interface zones result in changes to the cross
section for electron scattering. These dynamical defects are
responsible for the physics of flicker noise in our system.
(III) Away from the interface zones, beyond the phase-
coherent and elastic mean free path, the rest of the structure
is treated as an ideal metal.
Since the dynamics of defects occur on a timescale much

longer than that of electron transport through the junction,
we derive an expression for flicker noise that depends on
the distribution of transmission channels in the framework
of Landauer-Büttiker formalism [25]. We follow Ludoph
et al. [47,48], taking into account the interference of
incoming electrons with a wave component that is reflected
due to scattering with defects at the interface zones.
However, in our model, scatterers have a dynamic scatter-
ing cross section. The derived expression

SfðωÞ ¼ S
X

i

τ2i ð1 − τiÞ ð1Þ

provides a quantum version of flicker noise, using S≡
2G2

0V
2ΦðωÞ. As seen in SupplementalMaterial [49], Eq. (1)

was obtained after (i) neglecting correlations between
different channels and different electrodes and (ii) assuming
a power spectrum of reflection amplitudes due to defects
in region II, ΦðωÞ, which does not depend on the channel
index. Namely, we assume for simplicity that in the
multichannel case, electrons in different channels are
affected by the same defect configuration. The power
spectrum ΦðωÞ and the transmission probability τi are
evaluated at the Fermi energy. Equation (1) connects
between the measured flicker noise and the microscopic
picture of transmission channels, which is the focus of our
analysis. Note that this equation can be generalized
(Supplemental Material [49]) by allowing the transmission
and reflection processes of the central region to be time
dependent as well.
Figure 1(b) shows the total noise measured for several

Au-hydrogen junctions. The introduction of hydrogen into
cold Au atomic-scale junctions (4.2 K) allows us to study
flicker noise in a wide conductance range, also below the
∼1G0 conductance of Au single-atom contacts [47]. To
extract the flicker-noise contribution, we subtract unwanted
contributions of circuit output voltage noise and amplifier
current input noise [56,57]. Furthermore, we correct signal
suppression by setup RC filtering (R, resistance; C,
capacitance). Finally, we probe the thermal and shot noises
at 280–290 kHz, where the flicker noise is negligible,
and subtract their contributions from the total measured
noise to reveal the flicker-noise component [Fig. 1(c)].
The measured flicker noise depends on the frequency with

FIG. 1. (a) Illustration of the break-junction setup and measure-
ment circuit. Inset: flicker-noise model. Conducting electrons
experience coherent scattering in the atomic-scale junction (I)
and by elastic scatterers in (II), resulting in a quantum interference
term that contributes to the junction transmission. Fluctuations of
the scatterers cross section generate flicker noise with quantum
characteristics. (b)Measured total noise vs frequency for sevenAu-
hydrogen junctions, experiencing 5 mV bias with 0.55 − 7.32G0

conductance, top to bottom. (c) Excess noise (practically flicker
noise) vs frequency after subtracting thermal and shot noises.
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a power that scatters around 1 (α ≅ 1, using Hooge’s
expression [58] Sf ∼ 1=fα) and shows a typical quadratic
dependence on voltage in the examined mV range. Finally,
we integrate over the noise in the range of 103 − 104 Hz,
shaded in Fig. 1(c) (Supplemental Material [49]).
The integrated noise Sf for 623 junctions with different

conductance values is presented in Fig. 2(a). In what follows,
we analyze these data in view of Eq. (1). As a first step, we
focus on the S prefactor. ΦðωÞ may vary between junctions,
since it is sensitive to the details of the fluctuating scatterers
that can be different for different junctions. As a result, S has
a range that can be characterized by Smin and Smax. These
coefficients are setup specific. For example, in cleaner
materials with fewer defects, their values would be smaller.
To find Smin and Smax, we focus on noise data between 0.1
and 1G0, for which former shot-noise measurements on Au-
hydrogen junctions [57] revealed conductance dominated by
a single transmission channel, while a minor contribution
from a second channel (or more in rare cases) was found
when the conductance approached 1G0, probably due to
direct Au-Au tunneling.

Figure 2(b) illustrates that below 2=3G0, the expressionP
i τ

2
i ð1 − τiÞ is maximal if a single channel contributes

(red curve). In contrast, between 2=3 and 1G0, a single
channel leads to minimal flicker noise (red curve), com-
pared to multichannel junctions. Consequentially, we can
fit the lowest data points between 2=3 and 1G0 in Fig. 2(a)
to Sτ2ð1 − τÞ, with τ ¼ G=G0, and extract Smin. We repeat
the fitting for the highest data points below 2=3G0 to obtain
Smax (red curves). The semitransparent red region in
Fig. 2(a) describes the expected flicker noise for a single
transmission channel with S between Smax and Smin due to
variations in the scatterers’ distribution for different junc-
tions. The data spread above the semitransparent red region
increases as the conductance approaches 1G0. This trend is
ascribed to the contribution of more than a single trans-
mission channel (Supplemental Fig. S6 [49]). The gray
region in Fig. 2(a) was generated by allowing different
transmission partitions and using Smin and Smax. It describes
the area where we expect to find flicker-noise data. The
upper limit of flicker noise according to Eq. (1) is depicted
by the upper boundary of the gray area. Along this
curve, which is approximately proportional to G=4, the

FIG. 2. (a) Flicker noise integrated in 103 − 104 Hz vs conductance. Each data point (black) is measured for a different Au-hydrogen
junction realization. Note that bare Au forms stable contacts only above ∼0.75G0 (Supplemental Figs. S4 and S5 [49]). The upper red
curve is a fit of Sf ¼ Smaxτ

2
1ð1 − τ1Þ between 0 and 2=3G0, and the lower red curve is a fit to Sf ¼ Sminτ

2
1ð1 − τ1Þ between 2=3G0 and

1G0 (data below 10−19 A2 were considered). The gray area presents the allowed flicker-noise values based on Eq. (1). The lower
boundary is relevant for an ideal sequential channel opening, and the dashed black curve provides the lower boundary for the nonideal
sequential opening of channels presented in (c). (b)

P
i τ

2
i ð1 − τiÞ vs conductance for one and two transmission channels. (c) Model for

nonideal sequential opening of channels [19]. (d) Sf=Smean vs conductance. Semitransparent red and purple areas are the ensembles ofP
i τ

2
i ð1 − τiÞ and

P
i τið1 − τiÞ, respectively, for all possible values of τ1 and τ2 for conductance below 1G0. (e) Similar to (d), but for

FG=G0. The blue and red curves in (d) and (e) correspond to
P

i τ
2
i ð1 − τiÞ with two equally opened channels and a single channel,

respectively. Data in (a) were converted from V2 to A2 by division with the square of the corresponding junction’s resistance. Data errors
in (a) and (d) are comparable to or smaller than the symbols.
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conductance is made of equal transmission probabilities.
Namely, for N channels, τ1 ¼ τ2 ¼ � � � ¼ τN ¼ G=ðNG0Þ
(Supplemental Material [49]).
The appearance of some data points above this curve

(e.g., 7% of the points between 0.9 and 1.0G0) can indicate
additional noise contributions that are not described by
Eq. (1), such as conductance fluctuations due to junction
instability. The bottom boundary of the gray region
presents the lower limit of flicker noise based on Eq. (1)
for the case of sequential opening of channels, as expected
for an ideal quantum point contact [59]. Specifically, it is
given by one channel up to 1G0 with τ1 ¼ G=G0. For
higher conductance, a second channel is opened while the
first channel remains fully open with τ1 ¼ 1 and τ2 ¼
G=G0 − 1 up to 2G0, etc. However, for Au atomic contacts
(with or without hydrogen), the opening of channels when
the conductance increases is not fully sequential. Namely,
before a given channel is fully open (τi ¼ 1), another
channel or more are already partially opened (e.g.,
0 < τiþ1 < 1) [19,46,60]. Considering the channel evolu-
tion in Fig. 2(c) (suggested in Ref. [19]), Eq. (1) yields a
lower limit for flicker noise seen as a dashed black curve in
Fig. 2(a). This curve describes better the minimal values of
the measured flicker noise. In reality, the number of
partially open channels slightly increases as the conduct-
ance increases [46,60,61]. Consequentially, the lower
boundary for the measured flicker noise should slightly
increase at higher conductance and deviate from the dashed
curve, as indeed seen in Fig. 2(a) above ∼3G0.
By combining measurements of flicker noise and shot

noise on the same junctions, we check if the two types of
probed noise indeed reveal distinctive dependence on
the channel distribution, as expected by the theoretical
treatment. This dependence can be expressed as Sf=S ¼P

i τ
2
i ð1 − τiÞ for flicker noise and FG=G0¼

P
i τið1− τiÞ

for shot noise. Figures 2(d) and 2(e) present the measured
Sf=S and FG=G0 (black dots). For the prefactor S, we use
Smean ¼ ðSmin þ SmaxÞ=2). On top of these normalized
experimental data, we present the calculated

P
i τ

2
i ð1− τiÞ

in red and
P

i τið1 − τiÞ in purple, assuming up to two
channels with all possible combinations of τ1 and τ2 that
satisfy G ¼ G0ðτ1 þ τ2Þ. As can be seen, the center of the
measured Sf=S is well described by

P
i τ

2
i ð1 − τiÞ, as

expected when using Smean, and the measured FG=G0 is
captured by

P
i τið1 − τiÞ. This analysis verifies that the

probed flicker noise and shot noise are two independent
functions of the channel’s transmission probabilities.
The distinct dependence of conductance and shot

noise on transmission channels has been employed for
channel analysis [9–24]. However, using two independent
equations (for conductance and shot noise) discloses
analytically only up to two transmission probabilities.
This limitation is partially lifted by adopting numerical
approaches that provide information on the transmission
probabilities of more than two channels, with the cost

of reduced accuracy [46]. Thanks to the flicker-noise
dependence on the channel distribution, we can now utilize
flicker noise for channel analysis. Figure 3(a) presents the
Fano factor extracted from shot-noise measurements of
Au-hydrogen junctions as a function of conductance, where
each data point was measured on a different junction. To
examine the use of flicker noise in numerical channel
analysis, which is usually based merely on conductance
and shot noise, we focus in Fig. 3(a) on two data points
labeled as I and II. Figure 3(b) presents the transmission
probabilities of the four most dominant channels. The blue
distributions indicate the possible range of transmission
probabilities τi, based on shot-noise and conductance
analysis (relevant values are given in Table I). For example,

FIG. 3. (a) Fano factor vs conductance for 860 Au-hydrogen
junctions. (b) Two examples I and II, for numerical channel
analysis based on conductance and shot noise (blue) and
conductance, shot noise, and flicker noise (red) for the most
dominant four transmission channels. The Fano factor vs con-
ductance data are marked as I and II in (a). The distributions’
width provides the range of possible transmission for each
channel, and the amplitude indicates the relative probability
of the transmission values. Table I presents relevant parameters
for the two examples, where SfðIÞ ¼ 8.52 × 10−20 A2 and
SfðIIÞ ¼ 2.13 × 10−20 A2. Using Smax ¼ 5.01 × 10−19 A2 and
Smin ¼ 1.12 × 10−19 A2, we reach the range of Sf=S in Table I.

TABLE I. Parameters for channel analysis.

I II

G=G0 ¼
P

τi 1.00� 0.01 1.71þ 0.01

F ¼ P
τið1 − τiÞ=

P
τi 0.35� 0.03 0.24� 0.02

Sf=S ¼ P
τ2i ð1 − τiÞ 0.17-0.76 0.04-0.19
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the second channel of junction I has a transmission
probability between 0.06 ≤ τ2 ≤ 0.26, where the uncer-
tainty comes from the application of two equations to
obtain information on four transmission probabilities [46].
The red distributions are calculated based on flicker-noise,
shot-noise, and conductance data (Table I). Proceeding
with our example, this analysis yields a transmission
probability for the second channel of junction I in the
range of 0.19 ≤ τ2 ≤ 0.26, namely, with a reduced uncer-
tainty. Similarly, the analysis of other transmission chan-
nels in Fig. 3(b) shows that considering flicker-noise data
on top of conductance and shot-noise data leads to
improved accuracy (generally, the accuracy can be better
or equal).
Shot-noise measurements are typically demanding due to

relatively low signals. In contrast, flicker-noise measure-
ments offer a more experimentally accessible approach for
channel analysis. Furthermore, flicker noise is often col-
lected as a side effect of shot-noise measurements. In these
cases, it can serve fruitfully, with shot noise, for a more
accurate channel analysis without setup adjustments. To
probe the span of flicker noise for different junction
geometries and distributions of fluctuating scatterers, we
deliberately crashed the electrodes against each other
between junction realizations. A moderate or no crash
can minimize S variations by preserving the characteristics
of fluctuating scatterers near the junction, thus achieving a
more accurate analysis in break-junction experiments. Note
that ensemble-averaged conductance fluctuations measured
for thousands of junctions have shown a similar collective
dependence on channels as found here for flicker noise due
to a similar origin [47,48]. However, while this approach
probes ensemble-averaged properties, it cannot be utilized
for channel analysis in individual quantum conductors,
in contrast to conductance, shot-noise, and flicker-noise
measurements.
The quantum version of flicker noise [Eq. (1)] is generally

valid for any phase-coherent quantum electronic conductor
when dynamical scatterers are active. At the tunneling limit
for a single channel, flicker noise can be used to extract the
charge of quasiparticles, thus providing an independent probe
that complements shot-noise analysis of quasiparticles and
electron-electron interactions. Beyond charge transport
analysis, flicker noise can now be used to analyze spin
transport by determining the conductance spin polarization
[9–14]. Finally, electron-phonon interactions are extensively
studied in atomic and molecular junctions [62–81].
Considering Eq. (1), for a transmission probability smaller
(larger) than 2=3, flicker noise should increase (decrease)
when a phonon mode is activated (Supplemental Material
[49]). This response can provide an analysis tool for the study
of electron-phonon interactions in atomic-scale conductors.
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